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Abstract: Due to the impact of the COVID-19 epidemic and related policies, remote collaboration technology that is not 

limited by geographical location has begun to be widely used. Among them, virtual LAN, as an important remote 

collaboration technology, has received widespread attention. This study is based on N2N peer-to-peer virtual private network 

technology, utilizing its advantages of high performance, high convenience, and direct traffic connection between nodes under 

specific conditions, and making it the core technology for constructing and accessing virtual local area networks. In this study, 

we introduced the application of N2N technology in virtual LAN management systems, and verified the feasibility of applying 

N2N technology to virtual LAN management systems through the design of the overall system architecture and various parts. 

Finally, we proposed a solution based on N2N technology that integrates LAN construction, network partitioning, and user 

management.  
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1 Introduction 

The rapid spread of the COVID-19 epidemic 

worldwide has led governments to implement blockade and 

isolation measures to prevent the spread of the epidemic [1]. 

These measures have forced the suspension of commercial 

activities and the cessation of public transportation services. 

In addition, educational institutions have also stopped 

traditional offline teaching activities and turned to online 

teaching models to ensure the continuity of educational 

activities [2-3]. Therefore, remote collaboration technology 

that is not limited by geographical location has begun to 

receive widespread attention and application. 

At the same time, China is actively promoting 

enterprise intelligence and Internet to build a unified 

national market and promote cross regional integration [4]. 

However, for most enterprises, investing a large amount of 

funds in network construction is a daunting task. It is 

difficult to implement dedicated lines built by operators for 

each office location, especially when it involves cross-

border or cross sea situations, and the cost will be even more 

expensive. Therefore, how to achieve the sharing of 

enterprise resources and information has become an urgent 

problem to be solved. 

This study integrates software technology, computer 

network technology, and database technology, with N2N 

technology as the core, and designs a solution that integrates 

LAN construction, network partitioning, and user 

management. We have designed and implemented both a 

user oriented client and an administrator oriented System 

Administrator Console and Organization Administrator 

Console to achieve efficient network management. For 

users, this system is easy to operate and does not require a 

significant investment of time and funds for training. 

2 Current Solution 

At present, Oray Company is the main supplier of 

virtual LAN networking solutions in China, with products 

including peanut shells, sunflowers, and dandelions. Oray 

provides software and hardware services for individuals and 

businesses, and can provide integrated software and 

hardware solutions for enterprise users. The Hamachi 

software developed by LogMeIn in 2004 is one of the earlier 

LAN networking software developed outside of China [5]. 

In recent years, ZeroTier has also become widely used [6]. 

The software was first released in 2014, providing free and 

paid services for individuals, as well as service licenses for 

commercial companies. 

3 Main Technology 

3.1 Virtual LAN Technology 

VLAN, also known as Virtual Local Area Network, is 

a technical means that can divide a physical local area 
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network (LAN) into new broadcast domains according to 

specific conditions. The division of VLANs can be based on 

factors such as the interface of the switch, MAC address, IP 

network segment, etc. A notable feature of VLAN is that it 

can partition networks without being limited by the physical 

location of devices. If the devices belong to different 

VLANs, even if they are in the same physical network 

topology, they cannot communicate with each other. This 

feature can effectively manage resource access and prevent 

unauthorized operations. By dividing different VLANs, 

network isolation can be achieved, making networking more 

convenient. At the same time, a single fault will not affect 

other networks. 

3.2 Access Control List (ACL) Technology 

Access Control List (ACL) is a packet filtering based 

network security technology that processes, forwards, or 

discards access requests based on preset conditions. By 

implementing access control, network security can be 

effectively protected, preventing malicious visitors from 

easily accessing services, thereby improving the ability to 

prevent malicious destructive behavior. 

3.3 NAT Penetration Technology 

Network Address Translation (NAT) is a temporary 

solution proposed to alleviate the shortage of IPv4 

addresses. NAT implements the mapping of internal device 

IPs to external IPs, allowing multiple internal devices to 

share a common IP address, thereby providing network 

connection services for more devices with fewer IP 

addresses. However, NAT also has many problems, such as 

disrupting end-to-end communication. Due to the type 

limitations of NAT, externally initiated connections may not 

be able to reach internal devices properly. Unfortunately, 

due to cost and security considerations, most Internet 

Service Providers (ISPs) currently use NAT technology. In 

order to solve this problem, some technologies for network 

penetration have emerged, such as FRP reverse proxy. NAT 

is usually divided into several types, including full cone 

NAT, restricted NAT, port restricted NAT, and symmetric 

NAT [7]. 

3.4 N2N Point-to-Point Virtual Private 

Network Technology 

N2N is a layer two peer-to-peer virtual private network 

(VPN) technology that allows users to use protocols at the 

network level. N2N provides a method for users to establish 

their own VPN. It uses user-defined keys for encryption on 

nodes, rather than application layer encryption, which 

greatly improves the security and privacy of user data [8]. 

N2N has the ability to penetrate the network environment 

located after Network Address Translation (NAT). N2N has 

designed an architecture that includes EdgeNodes and 

SuperNodes. EdgeNodes can obtain their recorded edge 

node information through SuperNodes and select connection 

paths. 

4 N2N Operation Methods and 

Instructions 

This paper takes N2N technology as the core of the 

virtual LAN management system, so it is necessary to 

explore the common operating methods of N2N and 

understand its command functions. In this section, common 

operating methods and instructions for N2N will be 

introduced. 

4.1 SuperNode startup parameters 

SuperNode does not have a UI interface, so it needs to 

be configured with parameters during startup. The startup 

parameters and purpose of SuperNode are shown in Table 1. 

Multiple different parameters can be combined and used 

with each other. 

Table 1 SuperNode startup parameters and purposes 

Parameter format Description 

-p port 
SuperNode listening port, 

default 7654 

-F federation name 
SuperNode Federation name, 

default to * Federation 

-l host:port 

In conjunction with - F, the 

known address and port of 

another SuperNode 

-M 

Turn off MAC and IP address 

spoofing protection for 

groups with non username 

and password authentication 

-V text 

Custom string (up to 19 bits), 

used to display in 

management output logs 

-C group name 

configuration file path 

This configuration file 

contains allowed group 

names 

-A IP segment 

Used for automatic IP 

allocation, format such as - a 

192.168.0.0-

192.168.255.0/24 

-t port  
Configure SuperNode 

management port 

--

management_password 

pw 

Manage Passwords 

-v Output more logs 

4.2 EdgeNode startup parameters 

Like SuperNode, EdgeNode also does not have a UI 

interface, so parameters need to be added at startup to 

configure it. The starting parameters and purpose of 

EdgeNode are shown in Table 2. Multiple different 

parameters can be combined and used with each other. 
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Table 2 EdgeNode startup parameters and purposes 

Parameter 

format 
Description 

-c Group Name 
Used to distinguish different virtual 

LANs 

-l SuperNode 

IP: port  
N2N server (SuperNode Address) 

-p Local UDP 

port 

Bind the specified UDP port on the 

local machine to prevent UDP 

restrictions from affecting N2N 

networking in some environments 

-D 

Enable PMTU discovery. PMTU has 

found that it can reduce 

fragmentation, but improper support 

can cause connection pauses 

-e IP address 

As the preferred local IP address 

provided by the broadcast, it is useful 

if multicast peer detection is not 

available, and the "- e auto" parameter 

attempts to automatically detect the 

IP address 

-S1  

Do not use P2P connection, always 

use UDP mode to relay through 

supernode (not recommended) 

-S2 

Always use TCP mode to relay 

through supernode (Windows does 

not support this parameter) 

-i seconds 
Set NAT punching interval, default: 

20 

-L TTL value 

When UDP NAT punching passes 

through the server (central node), 

register the TTL of the package 

(default is 0, indicating no setting) 

-v Output more detailed logs 

-t port   

Manage UDP ports (for running 

multiple edges simultaneously on the 

local machine) 

-n Routing table 

(format: Target 

IP segment: 

Gateway)  

Additional routing table that can be 

called multiple times (e.g. - n 

192.168.2.0/24:192.168.6.5) 

--no-port-

forwarding  
Turn off UPnP/PMP function 

4.3 Data Interaction API 

The data interaction API in N2N is used to obtain data 

from SuperNodes or EdgeNodes. The operation method is to 

send UDP messages to the management port of the 

SuperNode/EdgeNode in any way. The default management 

port for SuperNodes is 5645, and the default management 

port for EdgeNodes is 5644. 

For UDP packets sent to the data exchange API of 

SuperNode or EdgeNode, there are two main types: r type 

and w type. The r type is a read method, which is used to 

obtain information; W represents the use of the write 

method when updating parameters. 

There are two numerical fields in the UDP message at 

the same time. The first one is the message label, with a 

value range of 0-999. Its function is to distinguish requests 

from different sources. When the requester provides a label 

value during the request, any non error response message 

associated with this label value will contain this label value. 

The second one is the message flag, with a value range of 0-

1. Its function is to describe any remaining optional 

subfields. 0 represents that there are no other subfields in the 

request message, and 1 represents that there is an additional 

field in the request message, including the authentication 

key. 

The authentication key is one of the security measures 

of the data exchange API in N2N, which provides a simple 

string password for the client to verify whether the request is 

allowed to pass. 

The content format of the request message contains 

multiple fields, each separated by a space. The first field is 

the message type, the second field is the option, and the 

third field is the additional parameter. The option field is a 

special set of subfields separated by colons, which includes 

three subfields: message label, message flag, and 

authentication key (optional). The request example is shown 

below. 

The content of the request message with the 

authentication key: 

𝐫 𝟔𝟔𝟔: 𝟏: 𝐩𝐚𝐬𝐬𝐰𝐨𝐫𝐝 𝐜𝐨𝐦𝐦𝐮𝐧𝐢𝐭𝐢𝐞𝐬 

Request message content without authentication key: 

𝐫 𝟖𝟖𝟖: 𝟎 𝐜𝐨𝐦𝐦𝐮𝐧𝐢𝐭𝐢𝐞𝐬 

For the additional parameter of the third field, different 

parameters have different functions, and the function 

description is shown in Table 3. 

Table 3 Function Description of Additional Parameters 

in Data Interaction API 

Additional Parameters Function Description 

edges  List all edges (client, edge 

nodes) connected under the 

current supernode 

communities  List all communities (virtual 

groups) connected under the 

current supernode 

reload_communities  Reload the community. list 

and user public key provided 

through the - c parameter 

timestamps  List the timestamps related to 

supernodes (including 

starttime \ last_fwd \ last-

reg_super) 

packetstats  List traffic statistics data for 

supernodes (including 

forward \ broadcast \ 

reg_super \ errors) 

verbose  Log level, default to 3 
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The data exchange API in N2N returns an UPD 

message in JSON format. Its content includes message 

header, message body, message tail, and error message. 

Each return message contains two fixed key values, namely 

_tag and _type. The value of _tag comes from the message 

label in the request, while _type is used to mark the content 

type of the packet. For example, the message header 

corresponds to a value of begin, the message body is row, 

the message tail is end, and the error message is marked as 

"error". 

In practical applications, after sending a data exchange 

API request message, the start tag can be used as the entry 

point to obtain the main text, and then the end tag can be 

used to determine the end position of the main text. If an 

error is encountered, it enters the exception handling 

process. 

5 Design of Virtual LAN 

Management System based on 

N2N 

5.1 System Design Overall 

In the virtual LAN management system, we divide it 

into five parts: the data control end responsible for data 

management and control, the System Administrator Console 

responsible for overall system operation control, the 

Organization Administrator Console responsible for 

managing access control within the organization, the 

SuperNode server responsible for virtual LAN broadcasting 

and packet relay, and the EdgeNode accessor responsible for 

virtual LAN access. The overall architecture is shown in 

Figure 1. 
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Figure 1 Schematic diagram of the overall system structure 

The data control end shown in Figure 1 is the web 

backend. It is developed in Java language, with the 

SpringBoot framework as the core, adopting MVC 

mode, and using MySQL database as the data 

persistence layer. The specific internal structure is 

shown in Figure 2. 

Model Layer
MyBatis

Service Layer
Business Logic

Controller Layer
Restful

View Layer
JSON

Access Control Layer
RBAC Strategy

 
Figure 2 Schematic diagram of back-end structure 

The System Administrator Console and Organization 

Administrator Console are web frontends developed in 

HTML + CSS + JavaScript language using Vue.Js 

framework is the core, adopting the MVVM pattern, using 

Element UI as the style framework, and D2Admin as the 

routing and interaction control framework. The specific 

internal structure is shown in Figure 3. 

Element UI
Component style configuration

D2Admin (Based on Vue.JS)
UI structure configuration

 
Figure 3 Schematic diagram of WEB front-end structure 

The SuperNode server and edgeNode accessor are 

Windows application. It is developed using EPL5.8 and 

adopts the C/S client and server mode, using the N2N 

scheme as the core for virtual LAN control and access. The 

specific internal structure is shown in Figure 4. 
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Figure 4 Application side structure diagram 

The web front-end is developed based on the MVVM 

(Model-View-Viewmodel) model, which is an evolution of 

the MVC model. The ViewModel layer of the MVVM 

model replaces the Controller layer of the MVC model. The 

MVVM model used in the system described in this paper is 

shown in Figure 5, which also shows the interaction 

between the front-end and back-end of the webpage. 

Display Data Receive User Input

Business Logic 
Processing

Data Conversion

Backend Data 
Acquisition

Data Storage
Data Processing

Binding Update

JSON AJAX/AXIOS

 
Figure 5 Schematic diagram of MVVM architecture hierarchy 

5.2 Entity Relationship Design 

 
Figure 6 Schematic diagram of system entity relationship design 
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In Figure 6, we can see that the Organization 

organization is the core entity, and the vast majority of 

entities have one-to-one or one to many connections with it. 

At the same time, through the entity connection 

diagram, we can also know that there is a set of many to 

many entity connections in the system, which are the 

connections between vlan and member. A member can 

belong to multiple vlans, and there can also be multiple 

members in a vlan. Therefore, it is necessary to add a 

vlan_member data table as a multi to many association table 

between vlans and members. 

6 Discuss 

N2N peer-to-peer virtual private network technology 

has many advantages, such as high performance, 

convenience, and direct traffic between nodes without the 

need for SuperNode forwarding under NAT conditions. 

However, it is worth noting that the working principle of 

N2N relies on SuperNode for node registration and 

information acquisition. If the SuperNode fails or is 

attacked, it may affect the stability of the entire N2N 

network. At the same time, N2N requires running client 

software EdgeNode on all terminals. This may cause 

inconvenience to some users, especially those who are not 

familiar with how to install and configure client software. 

Although we have improved the user's convenience to 

some extent through the SuperNode server and EdgeNode 

accessor, SuperNode is still the most vulnerable part of the 

entire system. Therefore, an efficient and stable virtual local 

area network construction and management scheme remains 

a worthwhile issue for future exploration. 

7 Conclusion 

This paper introduces the practical application of N2N 

peer-to-peer virtual private network technology in virtual 

local area network management systems. Through this 

study, we have confirmed that the application of N2N peer-

to-peer virtual private network technology in virtual local 

area network management systems is feasible, and it has the 

advantages of high performance and high convenience. 

In this paper, in addition to setting up Data Control 

End, System Administrator Console, and Organization 

Administrator Console, we also independently set up 

SuperNode Server and EdgeNode Access to configure 

startup parameters and communicate with data exchange 

APIs for SuperNode and EdgeNode, in order to facilitate 

better collaboration between the virtual LAN management 

system and the N2N core. 

Further research in the future will focus on how to 

make the server where SuperNode is located no longer the 

most vulnerable part of the system. Therefore, we need to 

delve deeper into the optimization strategies of SuperNodes, 

including but not limited to optimizing SuperNodes, adding 

redundant SuperNodes, and introducing load balancing 

strategies [9]. Meanwhile, future research objectives also 

include exploring or developing a new type of virtual private 

network technology, such as VXLAN [10], NVGRE [11], 

STT [12], SPBM [13], and other technologies. 
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