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Abstract: Through methods such as machine learning and deep learning, artificial intelligence models can process and 

analyze large amounts of complex financial data to assist financial institutions in rapid and accurate analysis and decision-

making, thereby improving the efficiency and quality of financial services. In this paper, a prediction model of gold stock price 

based on Bayesian network optimized Long short-term memory neural network (BO-LSTM) is proposed. By introducing 

Bayesian network to optimize the hyperparameters of LSTM model, the prediction accuracy and robustness of the model are 

improved. The empirical results show that the BO-LSTM model has a significant advantage in the gold stock price prediction 

task, which is better than the traditional LSTM model and the benchmark model. The results of this study strongly support the 

effectiveness of Bayesian networks in optimizing deep learning models, and demonstrate the potential and application prospect 

of BO-LSTM model in financial market forecasting. In addition, the study also points out future improvement directions, 

including optimizing data selection and improving model structure to more accurately describe the complex and volatile stock 

market.  
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1 Introduction 

Over the past few decades, intelligent computing in 

finance has been the focus of intense attention in academia 

and the financial industry. Researchers are constantly 

exploring models and applying them in financial markets to 

improve trading efficiency and risk management 

capabilities. With the development of the field of machine 

learning [1] (ML), deep learning (DL) has received 

widespread attention in recent years, and its performance 

advantages have gradually become prominent. The 

continuous emergence of DL algorithm has brought new 

opportunities and challenges to the financial field. In the 

financial field, the application of DL model has special 

significance. [2] The complexity and highly dynamic nature 

of financial markets make it difficult for traditional 

statistical methods to capture their inherent laws. The 

nonlinear characteristics of deep learning and the efficient 

processing of large-scale data provide new ideas and tools 

for solving forecasting and decision-making problems in 

financial markets. 

As one of the important tasks in the financial field, 

stock market forecasting covers stock trend forecasting, 

stock price forecasting, portfolio management and trading 

strategy. In this area, deep learning techniques are rapidly 

emerging. In particular, deep learning models based on 

Long Short-Term Memory (LSTM) have shown excellent 

performance and potential in stock market prediction. 

Based on LSTM model in deep learning, this paper 

discusses its application in stock price prediction of 

financial market. Through the theoretical analysis, empirical 

research and case analysis of the model, it aims to provide a 

new way of thinking and method for financial practitioners 

and researchers to deal with the complexity and uncertainty 

of the financial market. 

2 Related work 

2.1 Deep learning  

Deep learning is a special ML model that consists of 

multiple ANN layers. It provides a high dimensional 

representation for data modeling. In the literature, there are 

different DL models: Deep Multilayer Perceptrons (DMLP), 

CNNS, RNN, LSTM, Restricted Boltzmann machines 

(RBM), Deep trust networks (DBN), and autoencoders 

(AE), among others. 

Depth Multilayer Perceptron (DMLP): [3] A DMLP 
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network consists of input, output, and hidden layers, just 

like a normal multilayer perceptron (MLP); However, the 

number of layers in a DMLP is greater than in an MLP. In 

addition, each neuron has a nonlinear activation function 

that generates the output of that neuron by accumulating the 

weighted inputs of the previous layer of neurons. Compared 

with multi-layer shallow neural networks, multi-layer deep 

artificial neural networks can achieve more efficient 

classification and regression performance. The learning 

process of DMLP is implemented through backpropagation. 

The amount of output errors in the output layer neurons is 

also reflected back to the neurons in the previous layer. In 

DMLP, the stochastic gradient Descent (SGD) method is 

mainly used to optimize learning (updating the weights of 

connections between layers). The DMLP structure is as 

follows: 

 
Figure 1. Deep multi layer neural network forward pass 

and backpropagation 

Convolutional Neural Network (CNN) [4]: A CNN is a 

deep neural network (DNN) primarily used for image 

classification and image recognition problems. The whole 

image is mainly scanned by filter. In the literature, most use 

1×1, 3×3, and 5×5 size filters. In most CNN architectures, 

the types of layers vary: convolution layer, pooling layer 

(mean layer or maximum layer), fully connected layer. CNN 

consists of convolutional layers based on convolution 

operations. The following diagram shows a common CNN 

architecture with different layers: a convolutional layer, a 

subsampling layer (pooled layer), and a fully connected 

layer, whose structure is as follows: 

 

Figure 2. Generalized convolutional neural network 

architecture. 

Long short-term Memory Neural Network (LSTM) : 

LSTM networks are another type of DL network that is 

specifically used for sequential data analysis. The advantage 

of LSTM networks is that both short - and long-term values 

in the network can be remembered. DL researchers are 

therefore primarily using LSTM networks for sequential 

data analysis (automatic speech recognition, language 

translation, handwritten character recognition, time series 

data prediction, etc.). The LSTM network consists of LSTM 

units. LSTM cells consist of cells with input, output, and 

forget gates. These three gates regulate the flow of 

information. Using these features, each cell can remember 

the desired value at any time interval. LSTM cells merge to 

form the neural network layer. The following diagram 

illustrates the composition of an LSTM cell. 

 

Figure 3. Basic LsTM unit 

2.2 Finance and deep learning models 

2.2.1 Algorithmic trading 

Algorithmic trading (or Algorithmic trading) is defined 

as buying and selling decisions made solely by algorithmic 

models. These decisions can be based on some simple rules, 

mathematical models, optimized processes, or in the case of 

machine/deep learning, highly complex function 

approximation techniques. [5] With the introduction of 

electronic online trading platforms and frameworks, 

algorithmic trading has taken over the financial industry 

over the past two decades. As a result, algorithmic trading 

models based on DL have also begun to attract attention. 

Most Algorithmic trading applications are combined with 

price prediction models to predict market timing. Therefore, 

most price or trend prediction models based on their 

predictions trigger buy and sell signals are also considered 

algorithmic trading systems. However, there are also studies 

that propose independent algorithmic trading models that 

focus on the dynamics of the trade itself by optimizing buy 

and sell parameters (e.g., bid-ask spread, limit order book 

analysis, open position size, etc.). High-frequency trading 

(HFT) researchers are particularly interested in this area. 

Therefore, DL model also began to appear in HFT research. 

2.2.2 Risk assessment 

Another area of research that [6] DL researchers are 

interested in is "risk assessment," which identifies the "risk" 

of any given asset, company, individual, product, bank, etc. 

There are several different versions of this general problem, 

such as bankruptcy prediction, credit scoring, credit 
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evaluation, loan/insurance underwriting, bond rating, loan 

application, consumer credit determination, business credit 

rating, mortgage selection decisions, financial crisis 

prediction, business failure prediction. In this context, it is 

critical to correctly identify the risk status, as asset pricing is 

highly dependent on these risk assessment measures. The 

mortgage crisis, based on poor assessment of the risk of 

credit default swaps (CDS) [7] between financial 

institutions, caused the housing bubble to burst in 2008 and 

contributed to the Great Depression. Most risk assessment 

research focuses on credit scores and bank distress 

classification. However, there are also papers dealing with 

the possibility of mortgage default, risk trading detection or 

crisis prediction. At the same time, there are a number of 

anomaly detection studies for risk assessment, most of 

which also fall into the "fraud detection" category. 

2.2.3 Fraud detection 

Financial fraud is one of the areas where governments 

and authorities are desperately seeking permanent solutions. 

There are several different cases of financial fraud, such as 

credit card fraud, money laundering, consumer credit fraud, 

tax evasion, bank fraud, insurance claim fraud. There are 

many studies devoted to identifying credit card fraud. LSTM 

model for credit card fraud detection. [8] Implemented a 

DMLP network to sort credit card transactions for fraud. [9] 

Anomaly detection using deep AE to identify financial fraud 

and money laundering by Brazilian companies in export tax 

claims. [10] An anomaly detection model is proposed that 

also uses deep AE to identify anomalies in parliamentary 

spending in Brazilian elections. [11] Using text mining and 

DMLP models to detect auto insurance fraud [12] A DMLP 

model was developed to detect fraud in online payment 

transactions. [13] A sequence of characters and the response 

of the other party are used in financial transactions to detect 

whether the transaction is LSTM fraud. [14] Reinforcement 

learning (RL) is used to predict tax evasion by risk-averse 

companies. Finally, they offer recommendations for states to 

maximize their tax revenues. 

2.3 Financial stock price forecasting 

Common models for stock market prediction include 

RNN based model, GNN based model, CNN based model, 

reinforcement learning model, Transformer based model and 

some other innovative methods. Figure 3 shows an overview 

of the mainstream deep learning models used for stock 

market forecasting. 

 

Figure 4. Structure of financial neural network 

Since there is a belief in the stock market that stock 

prices change randomly and independently of each other, 

this is known as the random walk theory. [15-17] According 

to the random walk theory, stock prices take random and 

unpredictable paths, so all attempts to consistently predict 

stock prices are futile. This means that none of the previous 

stock prices, trends, or information can be used to accurately 

predict future movements. However, it is important to note 

that not everyone fully agrees with the random walk theory. 

Input features are extracted and organized based on 

prediction targets and data set composition, which can be 

roughly divided into four groups: time series, text, 

knowledge graph, etc. 

(1) Time series [18]. Because many models rely on 

modeling stock prices over time, time series data is a 

ubiquitous input in stock forecasting. The specific time 

range of the forecast, such as intra-day or cross-day, 

determines the granularity of the data used, ranging from the 

minute level to the day level. In addition, in the context of 

reinforcement learning, time series data can be transformed 

into environments where features can be used to create 

states and rewards. This allows the agent to interact with the 

environment and constantly improve its decision-making 

strategy. 

(2) Text. [19] Text information includes a variety of 

information sources, such as news and articles. This type of 

information is thought to have a knock-on effect on investor 

sentiment. However, text information must be pre-processed 

and structured before it can be used in a model, as text 

information may come from different languages and 

sources. 

(3) Figure. The industry knowledge graph is the most 

commonly used graph, not only to show the direct 

connections between partners, but also to explore their 

internal relationships, such as upstream and downstream 

supply chains. 

(4) Others. Different data sources are used in the stock 

prediction task, each providing a unique perspective, 

including image data and audio data. [20-21] This data is 

used as supplementary information, for example, vocal 

features, such as intonation, can indicate the emotion of the 

speaker. 
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3 Methodology 

This paper introduces an innovative gold stock price 

prediction model, which is based on Bayesian network 

optimized Long short-term memory neural network (BO-

LSTM). Based on the traditional LSTM neural network, 

Bayesian network is introduced in this model, and the 

prediction accuracy is improved by optimizing the 

hyperparameters of the LSTM model. In the empirical 

study, we conducted extensive experimental validation of 

the BO-LSTM model to evaluate its performance in the gold 

stock price prediction task. 

The experimental results show that the BO-LSTM 

model has a significant advantage in the task of gold stock 

price prediction. Compared with the traditional LSTM 

model and the benchmark model, the BO-LSTM model has 

achieved better results in terms of prediction accuracy and 

robustness. [22-24] These experimental evidences strongly 

support the effectiveness of Bayesian networks in 

optimizing deep learning models, as well as the potential 

and application prospects of BO-LSTM models in financial 

market forecasting. 

3.1 Experimental design 

This paper proves the advantages of the LSTM 

prediction model in the stock prediction market by 

forecasting the stock price of the gold market. BO-LSTM 

model consists of two parts [25]: 

1.LSTM neural network: responsible for modeling and 

forecasting gold stock price time series data. 

2. Bayesian network: responsible for optimizing the 

hyperparameters of the LSTM model. 

The nodes in the Bayesian network represent the 

hyperparameters of the LSTM model, such as the learning 

rate, the number of hidden layer nodes, etc[26]. The 

connected edges between nodes represent dependencies 

between hyperparameters. With Bayesian networks, we can 

deduce the hyperparameters based on historical data to 

obtain the optimal combination of hyperparameters. 

(1) Bayesian Optimization (BO) 

Bayesian optimization is a global optimization 

algorithm that uses fewer iterations and known data to 

obtain the best solution, and is now mostly used to adjust the 

hyperparameters of machine learning algorithms. The idea 

of Bayesian optimization algorithm is to use the prior 

probability distribution of the objective function and known 

observation points to update the posterior probability 

distribution, and then find the next minimum point 

according to the posterior probability distribution, so that the 

minimum value is constantly reduced, and finally get the 

optimal hyperparameter. [27] Observed data = prior 

distribution - Posterior data According to Bayes' theorem: 

（1） 

(2) LSTM 

LSTM is a special type of RNN (Recurrent Neural 

Network). Compared with RNN, it is more suitable for 

processing and prediction. 

Data with long intervals in intermediate sequences. 

The traditional RNN tructure is a "loop" consisting of many 

repeating neurons, each of which can receive input 

information and thus produce output, and then pass the 

output result as the input of the next neuron, which in turn is 

passed on. This structure has a short-term dependence on the 

sequence data, but because of the influence of gradient 

vanishing and gradient explosion, it is difficult for RNN to 

perform well in the processing of long sequence data. To 

solve these problems, LST network is introduced in this 

paper. 

3.2 Result model 
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Figure 5. Resulting model diagram 

The results of this experiment are shown in Figure 5, 

clearly demonstrating the advantages of the BO-LSTM 

model in the task of gold stock price prediction. First, we 

observed that the BO-LSTM model showed a significant 

improvement in forecasting accuracy. By comparing the 

traditional LSTM model with the benchmark model, we find 

that the BO-LSTM model can capture the trend of gold 

stock price more accurately, so that the prediction results are 

more accurate and reliable [28]. 

Further analysis of the experimental results shows that 

the BO-LSTM model not only has advantages in forecasting 

accuracy, but also has obvious improvement in robustness. 

In a highly dynamic and uncertain environment such as 

financial markets, model robustness is particularly 

important. By introducing Bayesian network optimization 

mechanism, BO-LSTM model effectively improves the 

robustness of the model and makes it better resistant to 

market fluctuations and data noise. 

In addition, the experimental results also reveal the 

role of the traditional [29] LSTM model in this experiment. 

Although the LSTM model does not perform as well as the 

BO-LSTM model in some cases, it still provides us with a 

valuable benchmark for comparison. By comparing the 

performance of the traditional model and the optimized 

model, we can more clearly evaluate the advantages and 

improvements of the BO-LSTM model, and further guide 

the model optimization and application practice. Based on 

the above results, this experiment strongly supports the 

effectiveness of Bayesian networks in optimizing deep 

learning models, as well as the potential and application 

prospect of BO-LSTM [30] model in financial market 

forecasting. This research result provides important 

theoretical support and practical guidance for intelligent 

forecasting and decision-making in the financial field, and is 

expected to promote the development and innovation in the 

field of financial technology. 

4 Conclusion 

In the field of computer, the related research on stock 

price prediction has also attracted extensive attention of 

scholars. In order to build efficient and accurate prediction 

models for stock prices, researchers first tried to explore 

linear models, and then explored related machine learning 

models, until today's more popular deep learning models, 

which have made more contributions to predicting factors 

related to stocks. In recent years, deep learning models in 

theory can greatly improve the accuracy and timeliness of 

stock prediction tasks, and in large-scale calculation with the 

support of resources, part of the model can also be applied 

in practice, so as to improve the stock prediction task more 

accurately and efficiently [31]. 

For the research of stock prediction, this paper 

proposes the method of calculating self-attention with multi-

module data to improve the prediction accuracy of deep 

learning model. Although the final experiment shows that 

the improved method has a certain effect, there are still 

many shortcomings. 

First, the selection of data has yet to be optimized. The 

data determines the upper limit of the prediction effect, if 

the selected data does not provide enough market 

information, then no model or algorithm can get accurate 

prediction effect. The main factor of this paper is the model, 

and the research on the data set needs to be in-depth, and the 

data set used in this paper is not enough to [32] fully reflect 

the market situation. In future studies, the relevant data sets 

can be further expanded so that the data sets can more 

reflect the influence of other factors such as public opinion, 

investor sentiment, policy and environment on stock prices. 

Second, the model used in this article leaves much 

room for improvement. From the perspective of deep 

learning, this study uses rich training sets and complex 

model structures to explore the law of stock price rise and 

fall. In contrast, finance studies usually start from the 

aspects of market rules, etc. [33] Many scholars use multi-

factor models to study the factors affecting stock prices, and 

the models are more explainable. Compared with the multi-
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factor models in finance, the complexity of deep learning 

models is greatly increased, and the corresponding 

interpretation of experimental results is lacking. If we can 

combine financial theory and deep learning theory, construct 

an improved combination model, make full use of the 

empirical theory of finance and the nonlinear fitting ability 

of deep learning, we will be able to describe the complex 

and changeable stock market more accurately. 
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