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Abstract: This study explores integrating big data and advanced deep learning techniques for enhancing personal credit risk 

assessment in commercial banks. Traditional methods must be improved in high-dimensional, sparse, and noisy big data 

environments. Key challenges include data source diversity, variable selection complexity, and methodological differences in 

modeling. By leveraging deep learning approaches like Stack Denoising Autoencoder Neural Networks (SDAE-NN) and 

addressing imbalanced data using Generative Adversarial Networks (GANs), this research aims to develop robust frameworks 

that improve the accuracy and efficiency of credit risk evaluation.  
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1 Introduction 

In recent years, the increasing demand for personal 

loans has corresponded with a rise in default risks, posing a 

significant challenge not only to commercial banks but also 

as a crucial destabilizing factor in the entire financial 

system. The comprehensive and accurate assessment of 

personal credit risk remains pivotal for financial institutions, 

including commercial banks, enhancing their risk 

management capabilities amidst rapid growth in personal 

lending. [1] Traditional credit risk assessment overly relies 

on individual credit reports, which often need to catch up on 

data timeliness, comprehensiveness, and diversity, failing to 

meet the evolving needs of today's banking sector. 

The advent of the significant data era has enriched 

personal credit profiles with diverse data sources, mainly as 

commercial banks accumulate ample data resources. [2,3,4] 

However, leveraging big data from banks for more 

comprehensive personal credit risk assessment presents 

challenges. Big data's high-dimensional and sparse nature 

complicates feature selection, rendering traditional credit 

risk assessment methods less suitable. Moreover, the 

prevalence of high-noise data in big data environments 

demands effective solutions for accurate personal credit risk 

evaluation. [5] Addressing imbalanced data samples remains 

another critical issue that directly impacts the efficacy of 

risk assessment models. 

To harness bank big data effectively for personal credit 

risk assessment and overcome challenges posed by high-

dimensional, sparse, and noisy data, as well as imbalanced 

datasets, advanced deep learning techniques represent a 

promising avenue. This study integrates cutting-edge deep 

learning technologies from artificial intelligence with 

statistical analysis of bank big data to construct robust 

frameworks for assessing personal credit risk. 

2 Related Work 

2.1 Financial credit evaluation 

With the advent of the significant data era, data 

volume and dimensionality have witnessed explosive 

growth (Ma Shilong, 2016). With internet finance's rise, 

internet companies and fintech firms continuously compete 

to bank customer resources, especially long-tail users, 

leveraging big data technologies to integrate data from 

various sources. [4,6,7,8] This enables them to uncover 

patterns that reflect individual behaviors, meeting diverse 

personalized demands while utilizing big data for risk 

assessment and control (Ba Shusong, 2016). For commercial 

banks, relying solely on traditional credit metrics for 

personal credit risk assessment no longer meets the dynamic 

financial demands of the big data environment. [3] The 

challenge lies in effectively harnessing ample data resources 

to establish risk assessment models that unearth rich, multi-

source information embedded within big data, thereby 

enhancing the evaluation capabilities of personal credit risk 

from heavy asset-based credit data to lightweight data 

resources expressed through vast amounts of big data. This 

transition has gradually become a key factor for commercial 

banks to enhance their core competitiveness in the fintech 

era (Jiang Zengming et al., 2019). 



Journal of Economic Theory and Business Management 

ISSN 3006-4953 (Print) | ISSN 3006-4961 (Online) | Vol. 1, No. 3, 2024   

Published By SOUTHERN UNITED ACADEMY OF SCIENCES  38 

Regarding assessment methods, existing research 

literature and industry practices have proposed and applied a 

series of theories and methods to address credit risk 

assessment issues. [9] Broadly categorized, these methods 

include traditional statistical learning approaches and 

machine learning-based methods (Chen et al., 2015; Lin, 

2012). However, challenges such as high feature 

dimensionality, data sparsity, and noise are prevalent in the 

big data environment. Traditional methods must be revised 

to meet the current demands of credit assessment in big data 

environments, particularly inefficiently and reasonably 

describing user characteristics based on domain expert 

experience, thereby affecting final classification outcomes. 

[10,11,12,13] With the advancement of artificial 

intelligence, increasing attention has been directed toward 

applying cutting-edge intelligent algorithms to financial 

domains, including credit risk assessment. In recent years, 

deep learning, which has made significant strides in fields 

like image, video, speech, and natural language processing, 

stands out. Exploring how advanced machine learning 

methods can be integrated with the big data environment of 

the financial sector for personal credit risk assessment 

represents a promising research direction. 

2.2 Learning Credit Imbalanced Data Samples Using 

Generative Adversarial Networks 

Imbalanced data is a pervasive issue in credit risk 

assessment, where the number of high credit samples 

significantly outweighs low credit or default samples. [14] 

Typically, there are far fewer instances of low credit or 

default cases compared to high credit cases. Machine 

learning methods for model learning and prediction typically 

require a balanced distribution of samples across different 

labels, especially in supervised learning tasks. Severe 

imbalance or skewness in data often leads models to favor 

the majority class, making it challenging to extract and learn 

crucial information from minority samples. [15] Sometimes, 

these minority samples might be treated as outliers or 

excluded altogether. Consequently, models fail to discern 

patterns across labels, reducing prediction accuracy or 

failure. Therefore, before conducting data analysis and 

modeling on personal credit datasets constructed from bank 

big data, it is essential to appropriately address imbalance 

issues to extract vital insights from relatively fewer samples, 

facilitating subsequent model development and evaluation. 

This chapter first reviews and summarizes existing 

methods and their effectiveness in handling imbalanced 

samples. It identifies and analyzes issues with current 

approaches and proposes an improved strategy based on 

Generative Adversarial Networks (GANs) [16]. Building on 

relevant theories, this chapter designs and introduces 

enhanced learning methods using GANs. Experimental 

validation and comparison with existing methods 

demonstrate the effectiveness and broader applicability of 

the proposed approach. 

2.3 Deep Learning-Based Personal Credit Risk 

Assessment 

In the realm of personal credit risk assessment using 

bank big data, models' effective learning and prediction 

capabilities are crucial considerations. Unlike traditional 

small datasets or sample sets, extensive data collections 

present challenges such as high dimensionality, sparse 

features, and sheer volume. Addressing these challenges 

requires leveraging advanced deep-learning techniques 

alongside robust feature selection methods. 

This chapter builds upon the theoretical foundations of 

deep learning and feature selection, focusing on their 

application in credit risk assessment. Given the 

characteristics of bank big data utilized in this study, the 

chapter explores state-of-the-art deep learning 

methodologies from artificial intelligence. Specifically, it 

introduces and designs a Stack Denoising Autoencoder 

Neural Network (SDAE-NN) to enhance the processing of 

high-dimensional and sparse features in bank big data. 

[17,18,19,20,21] The SDAE-NN framework not only 

extracts meaningful representations from complex data but 

also mitigates noise inherent in large datasets, thereby 

improving the accuracy and robustness of credit risk 

assessment models. Experimental examples and expanded 

content illustrate the practical implementation and efficacy 

of the proposed approach in handling the unique challenges 

posed by big data environments for personal credit risk 

evaluation. 

1. methodology 
3.1 Personal Credit Risk Theory 

Credit risk can be broadly categorized into general and 

specific definitions. In a broader sense, credit risk refers to 

the potential loss incurred by a counterparty defaulting on a 

credit transaction, encompassing any credit-related activity. 

Conversely, in a narrower context, credit risk specifically 

denotes the risk to creditors resulting from debtors 

defaulting on their obligations. From the perspective of 

commercial banks, credit risk associated with clients is often 

referred to as default risk or loan risk. [22] The occurrence 

of credit risk is influenced not only by the borrower's 

repayment capacity but also by their willingness to repay 

and ethical considerations, compounded by market risks 

such as interest rate fluctuations and exchange rate 

volatility. 

Credit risk assessment involves financial institutions 

and rating agencies objectively and fairly evaluating an 

entity's ability to fulfill financial obligations and their 

trustworthiness using rigorous analytical methods and 

assessment systems. [23] This evaluation results in the 

assignment of a credit rating or credit risk determination, 

which guides economic activities. Within the framework of 

commercial banks, assessment of individual credit risk, also 

known as personal loan risk or individual default risk, 

evaluates the foreseeable risk of default based on an 
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individual's existing and historical credit records, repayment 

capability, willingness to repay, and potential default risks 

associated with various credit transactions. 

In a market economy, all economic entities are 

interconnected through credit relationships. [24,25,26] 

Commercial banks, as significant participants in the market 

economy, fundamentally operate based on credit. Market 

participants benefit economically and transactionally from 

favorable credit standings. Thus, an individual's 

creditworthiness represents accumulated credit capital, 

reflecting not only their behavior and performance in credit 

borrowing but also their comprehensive societal, ethical, and 

legal aspects. 

3.2 Causes and Factors Influencing Personal 

Credit Risk 

Several factors contribute to personal credit risk, which 

can be broadly categorized into repayment capacity, 

repayment willingness and moral hazard, credit asymmetry, 

imperfect credit systems, and counterparty credit risk. 

1. Repayment Capacity: The primary aspect of 

assessing an individual's creditworthiness is whether they 

have sufficient income sources or collateral (such as 

mortgages or pledges) to repay credit assets. Even if other 

conditions are favorable, lacking quantifiable funds or 

reserve guarantees for future loan repayments can hinder a 

positive credit evaluation. 

2. Repayment Willingness and Moral Hazard [27]: 

Repayment willingness refers to an individual's tendency to 

default. Generally, moral hazard influences repayment 

willingness; lower moral hazard indicates higher repayment 

willingness. Moral hazard encompasses behaviors like 

concealing or transferring assets to avoid fulfilling credit 

contracts or deviating from loan purposes. Changing loan 

purposes or investing in higher-risk projects can drive moral 

hazard. 

3. Credit Asymmetry [28]: Information asymmetry is 

prevalent in financial market activities, particularly in 

personal credit-related transactions where individuals have 

an information advantage over commercial banks or credit 

institutions. Limited access to comprehensive and accurate 

personal credit information restricts institutions from 

making objective assessments, potentially leading to 

opportunistic defaults due to the individual's informational 

advantage. 

4. Credit System Issues: Issues within credit systems, 

such as incomplete credit support systems (e.g., inadequate 

personal credit records or asset declaration systems), hinder 

the establishment of robust credit regulations—inadequate 

legal frameworks related to personal credit delay the 

utilization and development of personal credit data. 

Moreover, the absence of credit information sharing 

mechanisms and effective mechanisms for cultivating and 

using credit products further constrains credit risk 

assessment, fostering the propagation of credit risk [29]. 

In summary, the primary contributors to personal 

credit risk are an individual's repayment capacity and 

willingness. Assessment indicators for personal credit risk 

typically qualitatively analyze these factors. 

3.3 Construction of individual credit risk 

assessment characteristics of bank big data 

Utilizing Big Data for Credit Risk Assessment presents 

several notable differences compared to traditional credit 

scoring: 

1. Differences in Data Sources and Features: 

Traditional credit risk assessment models primarily rely on 

personal application information submitted by customers 

when applying for credit products, internal credit transaction 

data within financial institutions, and data from external 

credit bureaus like the People's Bank of China Credit 

Reference Center. [30] These data sources typically exhibit 

high-value density and quality, albeit with relatively fewer 

dimensions—usually fewer than 30 variables for modeling. 

In contrast, the era of big data introduces a more diverse 

array of personal data sources. Internally, within assessment 

institutions, this includes not only credit-related data but 

also other relevant data accumulated about subjects, as well 

as non-credit business data and external transactional data 

interfacing with the institution. Externally, data is acquired 

through the Internet and partnerships with other 

organizations, such as consumer e-commerce and social 

network data. Characteristics of big data include high data 

dimensions due to its wide-ranging sources, significant data 

sparsity due to varied collection channels and inconsistent 

standards, and low single-factor value density. This 

necessitates aggregation, summarization, integration, and 

algorithmic processing to enhance data differentiation and 

value in credit assessment. 

2. Differences in Variable Selection Methods [27]: The 

selection of variables directly influences model learning and 

evaluation outcomes. Traditional credit risk assessment 

involves fewer variables, typically under several dozen, 

selected through statistical analysis and variable selection 

methods to identify crucial credit-related modeling variables 

with clear interpretability. In contrast, big data introduces 

hundreds to thousands of dimensions, effectively making it 

challenging to screen variables through rule-based or 

manual feature selection methods. Despite the low 

contribution of individual variables to credit assessment due 

to their low-value density, combining and altering features 

can enhance evaluation capabilities. Traditional feature 

selection methods need help to achieve effective or 

satisfactory results in this context. 

3. Differences in Modeling Methods: Traditional credit 

assessment models predominantly utilize statistical methods 

and simpler data mining algorithms such as logistic 

regression and decision tree models. In contrast, credit risk 

models in the big data environment primarily rely on 
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machine learning methods that prioritize data-driven 

insights over investigating causal relationships of credit risk. 

[3,4,5,31] While individual variable correlations in big data 

may be weak, expanding data dimensions and feature 

combinations strengthen variable description and 

differentiation capabilities. 

4. Other Aspects: Beyond these primary differences, 

application architecture, and model development operational 

efficiency are influenced by data usage and modeling 

methods disparities, impacting engineering practices and 

operational outcomes. 

The divergence between big data and traditional credit 

scoring is evident across data sources and features, variable 

selection methods, modeling techniques, and practical 

application frameworks. [6,32] These distinctions highlight 

the evolution from a data-scarce, high-value density 

environment to a data-rich, high-dimensionality context 

requiring advanced processing techniques for practical 

credit risk assessment. 

4 Conclusion 

The issue of data imbalance is prevalent in credit risk 

assessment, where the number of high-credit samples 

(termed "good samples") far outweighs low-credit or default 

samples (termed "bad samples"). Typically, the quantity of 

default cases is significantly smaller, reflecting real-world 

financial scenarios where default rates generally hover 

around a few percent. However, default incidents can 

profoundly impact financial stability even at these levels, 

necessitating effective control measures. Machine learning 

methods for model learning and prediction require balanced 

sample quantities across different labels, especially in 

supervised learning tasks. Severe imbalance or skewness in 

data often biases models towards fitting the majority class, 

making it challenging to extract and learn critical insights 

from minority samples. Inadequate learning from these 

minority samples may result in misclassification or 

exclusion, reducing model accuracy and effectiveness. For 

instance, in personal credit risk assessment, the imbalance 

between good and bad samples can prevent models from 

discerning distinguishing patterns, potentially mislabeling 

credit default clients as good credit clients. Such errors 

directly elevate the risk of credit asset losses, causing direct 

losses to financial institutions or borrowers. Therefore, 

addressing data imbalance is crucial before utilizing features 

derived from bank big data for risk modeling, ensuring 

effective learning from relatively fewer data samples to 

enhance subsequent model development and evaluation 

efforts. 
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