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Abstract: With the development of industrial automation, the accurate prediction of the health state of equipment becomes 

particularly important. This study aims to address the problem of application of small sample unbalanced data in device life 

prediction. A joint optimization model was constructed by combining the modified SMOTE algorithm and the modified KNN 

algorithm. To solve the sample imbalance problem, the modified KNN algorithm is used to improve the accuracy of 

classification. Through the simulation analysis of the hydraulic pump status data of Caterpillar Corporation and the vibration 

data of the water guide bearing of Lingjintan Hydropower Station, the proposed improved algorithm can accurately analyze 

the running status of the equipment and predict the future healthy development trend. Experimental results show that the joint 

optimization model has higher accuracy and reliability in the processing of small sample unbalanced data compared with 

traditional algorithms.  
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1 Introduction 

With the rapid progress of technology, China's 

accuracy requirement for equipment life prediction is getting 

higher and higher. If the key equipment fails during use, it 

may cause major safety accidents or economic losses. 

Therefore, the timely and accurate diagnosis of the health 

status of the device becomes an important issue. The 

development of machine learning and deep learning 

techniques provides new directions for device state 

prediction. Machine learning methods such as SVMs, neural 

networks, random forests and K nearest neighbor algorithms 

have been widely used in industrial production. However, 

these algorithms are mainly aimed at large-scale datasets 

and are often less effective for processing small-sample 

unbalanced data. Therefore, it becomes particularly 

important to study algorithms applicable to small-sample 

disequilibrium data. Although SMOTE algorithm has some 

advantages in handling unbalanced data as a synthetic 

minority oversampling technique, it still has deficiencies in 

near neighbor value selection, outlier processing, and 

unbalanced data distribution. In order to solve these 

problems, this study proposes an improved SMOTE 

algorithm (ISMOTE) and a voting KNN algorithm (VKNN) 

to improve the accuracy and reliability of device health state 

prediction by optimizing the processing of small sample 

unbalanced data. 

 

2 Research Background 

In the field of machine learning, algorithms designed 

for large-scale data can lead to prediction errors when 

handling small samples of unbalanced data, resulting in 

economic losses. In order to improve the prediction quality 

of small sample data, data enhancement is an effective 

method. This study uses an improved SMOTE algorithm 

(ISMOTE) to compensate for the deficiency of the 

traditional KNN algorithm in handling the imbalance and 

abnormal data. By the principle similar to k nearest 

neighbor, the ISMOTE algorithm removes scattered 

abnormal data and synthesqualified data while maintaining 

the characteristics of the data artificially. This improvement 

solves the problems of low quality, fuzzy boundary and 

abnormal distribution of the traditional SMOTE algorithm 

when adding new samples. Finally, the optimized data is 

classified by using the voting KNN algorithm (VKNN) to 

improve the prediction accuracy of the model. 

3 SMOTE, The Optimization of the 

Algorithm 

3.1 Application of the SMOTE Algorithm in 

Imbalanced Data Classification 

 SMOTE (Synthetic minority oversampling 

technology) is an improved random oversampling method 
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designed to solve the problem of category imbalance in data 

sets. Unlike simply repeatedly duplicating minority class 

samples, SMOTE expands the dataset by analyzing and 

synthesizing new minority class samples. The specific 

operation includes the following steps: 

1) For each sample in the minority class, the Euclidean 

distance from the other minority class samples is calculated 

to determine its nearest neighbor sample. 

2) Set the sampling rate according to the unbalanced 

ratio and determine the sampling ratio. 

3) For each minority class sample, samples are 

randomly selected from its nearest neighbor and new 

samples are generated according to the specific formula: 

new (0,1) ( )x x rand x x= +  −  

However, when device data is influenced by factors 

such as operating environment and device status, direct 

application of the SMOTE algorithm may not be suitable. 

The traditional SMOTE algorithm may generate new 

samples with noise or samples located in the boundary 

between the majority and minority classes, blurring the 

boundary of the dataset. To overcome these challenges, this 

paper introduces an improved SMOTE algorithm 

(ISMOTE), which effectively avoids the above problems 

and thus more accurately evaluates the health status of the 

device. 

3.2 Comprehensive Optimization of Noise 

Filtering and Boundary 

In order to solve the outliers or isolated phenomenon 

of the minority class samples in the majority class data 

group, this study proposes an improved SMOTE algorithm 

(ISMOTE). The algorithm evaluates each minority sample 

by introducing the noise proportion coefficient β, which is 

defined as the ratio of the number of minority samples to the 

number of majority samples. Using this coefficient, we can 

judge whether there are outliers in a specific category 

sample set. If the noise ratio exceeds the preset standard α, 

use the new sample to build the formula; otherwise, the 

sample point is considered as noise and removed. Based on 

this, this paper also proposes an optimization method for 

handling the problem of mixing or close distribution of 

normal and abnormal data in equipment data. The Euclidean 

distance d is calculated for each minority sample and 

compared with preset thresholds to optimize the distribution 

of minority samples. The formula is as follows: 

( )
2

1 2

1

n

k k

k

d x x
=

= −  

When a distance value of a minority sample point is 

below the predetermined threshold dmin, it is considered as 

an edge sample close to the majority sample sample. This 

method is especially suitable for the cases where the 

distribution of most classes and a few class samples overlaps 

or is abnormally sparse, and can significantly improve the 

classification performance and generalization ability of the 

data. In this paper, we use B-SMOTE algorithm and 

Borderline-SMOTE algorithm to classify the sample points 

by setting threshold and calculating distance. The optimized 

dataset can be efficiently applied to most modern machine 

learning algorithms for computation. 

4 Application of Advanced KNN 

Algorithm 

4.1 KNN Machine Learning Algorithm 

The KNN algorithm, proposed by Cover and Hart in 

the 1960s, is an intuitive method for classification based on 

neighboring samples. Its core principle is that a sample 

roughly belongs to the same category as its nearest k 

neighbors. The algorithm is characterized by no prior 

learning of a model, but is directly classified by comparing 

distances between samples. Despite the simple structure of 

the KNN algorithm itself, scholars have been exploring how 

to improve its classification efficiency on particular datasets. 

For example, Yadav et al. studies have demonstrated the 

potential advantages of KNN in classification problems 

through mathematical analysis. Combining KNN and 

supersphere structures, developed the KNN-MVHM 

algorithm, which performs better when processing 

unbalanced data, Xu et al. Yin Xiaozhou et al. combined 

KNN with the support vector machine to form a new 

classifier capable of selecting the most suitable classification 

method under specific conditions. Li Huan et al. introduced 

the particle swarm optimization strategy into KNN, which 

improved the speed and accuracy of the nearest neighbor 

search. Although these improvements improve the 

performance of KNN algorithms, they still have limitations 

in dealing with overlapping and unbalanced data distribution 

problems, especially in applications such as device health 

state prediction.  

4.2 Evolutionary KNN Classification Strategy 

In this study, an evolutionary KNN (VKNN) algorithm 

is proposed to solve the overfitting and underfitting 

problems of the traditional KNN algorithm. The VKNN 

algorithm does not rely on the traditional majority voting 

principle for classification, but uses the particle swarm 

optimization algorithm to quickly locate the center of the 

sample points in the training set, and then determine a 

separation threshold according to the distance mean value of 

the center points. Finally, the sample points were "voted" 

and classified to achieve a more accurate classification 

effect. In the particle swarm optimization algorithm, the 

velocity and position of each particle are updated by a 

specific iterative formula: 
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Here, ω represents the inertia factor, and is the 

acceleration constant, which usually takes a value of 2. 1C

2C idP gdP  Represents the best position found in the 

individual history, and represents the globally optimal 

position. Subsequently, the algorithm calculates and judged 

in the following steps: 

a. Define the sample set X, containing the sample 

points and their class labels. 

b. The fitness function f was constructed to assess the 

classification status of the sample points. 

c. The Euclidean distance of the sample point to the 

center of its category was calculated to obtain the distance 

set D. 

d. The distance mean was determined and used as a 

threshold to divide the sample points. 

e. According to the mean distance, decide whether the 

sample points belong to the isolated sample set, and judge 

the sample points in the category. newD newD  

In this way, VKNN algorithm solves the problem of 

inconsistent classification results caused by traditional KNN 

with different k values, and improves the computational 

efficiency. In practice, this improvement means that the 

computing time required can be significantly reduced while 

maintaining high accuracy, which is important for 

improving productivity. 

5 Implementation Strategy of the 

Integrated ISMOTE-VKNN 

Algorithm 

In this study, the ISMOTE-VKNN algorithm was 

designed to optimize the classification of device status data. 

As shown in Figure 1, first, the data are cleaned through the 

preprocessing phase and divided into the training set and the 

test set in a ratio of approximately 2:1. Then, the noise 

coefficient β for each sample point is calculated, based on 

the set noise threshold, α, to pick out the samples suitable 

for model training. Next, by setting a distance threshold of 

dmin, To out suitable sample points within d. These sample 

points were subjected to proximity values analysis to 

identify an suitable sample generation strategy. In addition, 

the algorithm uses particle swarm optimization (PSO) 

technology to locate the center point of each category of 

sample, and calculate the distance d based on this center 

point, and then separate the sample points and generate a 

new sample set Dnew. Ultimately, this new sample set was 

classified using the voting mechanism to produce the final 

classification results. 

 

 

 

Figure 1 ISMOTE-Execution procedure of the VKNN algorithm 

( ) ( )1 2(0,1) (0,1)id id id id gd id

id id id

V V C random P X C random P X

X X V

= + − + −
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6 Experimental Validation of the 

ISMOTE-VKNN Algorithm on 

Device Running Data 

6.1 Selection of the Data 

To verify the effectiveness of ISMOTE-VKNN 

algorithm, this study utilized the hydraulic pump data 

provided by Caterpillar and the operation data of water 

guide bearing of unit 8 of Lingjintan Hydropower Station. 

The vibration data for these devices contain important 

information about potential failures, often reflected in 

changes in bearing vibration. In the hydraulic pump case, a 

continuous 1-minute data acquisition was performed at 10-

minute intervals, followed by a feature extraction to apply to 

the model used in this study. For the water guide bearing 

data, the vibrations at different working loads are recorded 

for the analysis of their lifetime. During the experiment, the 

first two thirds of the hydraulic pump data were used to train 

the model, and the rest was used to test the predictive 

performance of the model. The water guide bearing data was 

processed and allocated in the same proportion as the 

hydraulic pump data to ensure the accuracy of the 

experimental results. All the experiments were performed in 

the Anaconda 3.0 environment. 

6.2 2-dimensional Transformation and 

Preprocessing Effect of Vibration Data 

In this study, to simplify the analysis of multi-

dimensional vibrational data, it was converted into two-

dimensional form and representative datassets CH 1-1 and 

CH 1-9 were selected for simulation experiments. As shown 

in Figure 2, the processed data demonstrate the deviation of 

a few class sample points in the original dataset, namely 

isolated outlier points, which are shown in black in the data 

distribution map, while the normal running state data points 

are shown in orange. The processing of such data directly 

using conventional KNN algorithms is prone to prediction 

bias. 

 
Figure 2. Distribution of the vibration data 

6.3 Application of Optimization Processing in 

Outlier Identification 

In the experimental phase, the best k value of 4 was 

determined by a Bayesian posterior probability analysis. 

Next, the noise ratio in the minority class samples was 

calculated by setting a specific threshold, used to identify 

and exclude outliers in the data. The selected noise ratio 

threshold α was set to 0.1 to facilitate clear discrimination of 

outliers, as shown in Figure 3, data points with a β value 0 

were treated as unqualified and removed from the dataset. 

Although outliers were excluded, there may still be some 

data points too close between majority and minority 

samples. To prevent these points from causing blurred 

classification boundaries, a more stringent distance 

threshold d was setminWas 0.5, and the sample points were 

screened according to this threshold. In the ISMOTE-KNN 

model, the data were further processed by setting m=0.5 and 

k=4, and the eligible samples were randomly oversampled. 

After oversampling, a new set of sample points was 

obtained. To ensure that the distribution characteristics of 

the raw data remained constant, the lifetime curves of the 

raw and new data points were fitted. The results show that 

the lifetime fitting curves of the original data are almost 

unaffected even after adding new data points, demonstrating 

the effectiveness and feasibility of the ISMOTE algorithm 

for data optimization. 
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Figure 3 ISMOTE-KNN, the distribution of the vibration data for the model 

6.4 Study of Data Processing and Classification 

Efficiency of VKNN 

In this study, the evolutionary KNN (VKNN) 

algorithm was used to classify the vibration data optimized 

by the ISMOTE algorithm. With the help of particle swarm 

optimization (PSO) algorithm, the parameters of VKNN 

algorithm are set as follows: the inertia factor ω is gradually 

reduced from the initial value 0.9 to the end value 0.4, and 

the two acceleration constants C1 and C2 are set to 1.5. In 

this configuration, when the maximum number of iterations 

reaches 100, the PSO successfully determines the center 

point of the same cluster sample at (3.12,6.45) and 

(2.29,6.16). The calculated distance threshold dmin was 

0.373 and 0.411, respectively, providing evidence for the 

classification of the data. Subsequently, the final 

classification result was determined through the "voting" 

mechanism. As shown in the experimental results, after 

applying the VKNN algorithm to the 12 test data, the 

accuracy of device health state prediction increased 

significantly, and the accuracy reached 94.9% in the training 

set and 100% in the test set. Compared with the direct 

application of KNN algorithm, ISMOTE-VKNN algorithm 

demonstrated significant advantages of speed and accuracy 

in processing small sample data. 

Table 1 Comparison of accuracy of different algorithms on the hydraulic pump dataset 

The algorithm category Algorithm name Training set accuracy (%) Test set accuracy (%) 

traditional algorithm tradition KNN 93.3 91.7 
traditional algorithm Conventional nonlinear 

SVM 
90.0 66.7 

Joint algorithm ISMOTE_SVM 92.3 66.7 
Joint algorithm ISMOTE_VKNN 94.9 100 

 

To further evaluate the performance of the ISMOTE-VKNN algorithm, this study was compared with the nonlinear 

support vector machine (SVM) algorithm. The results showed that the nonlinear SVM algorithm increased from 90.0% to 

92.3% on the training set, while the accuracy on the test set remained unchanged. This shows that although the ISMOTE 

algorithm does not show significant advantages on the test set, the ISMOTE algorithm is more effective on the training set 

with a larger amount of data. 

Table 2 Comparison of the classification accuracy of the SVM and the improved SVM 

Data category The SVM raw data accuracy (%) Improved SVM ISMOTE _ SVM 
accuracy rate (%) 

training set 90.0 92.3 
test set 66.7 66.7 

When analyzing the small sample data of the hydraulic 

pump, although the error rate of the training set decreased, 

the error rate of the test set was still high, similar to the 

results obtained directly using the KNN algorithm. This 

observation further highlights the particular advantage of the 

ISMOTE-VKNN algorithm in handling small samples of 

data. Moreover, when the same method is applied to water 

guide bearing vibration data, the results show that the 

ISMOTE-VKNN algorithm has higher classification 

accuracy in real scenarios compared to traditional machine 
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learning algorithms, even when a few classes have fewer 

samples. 

7 Conclusion 

In this study, we propose a joint optimization model 

combining improved SMOTE algorithm with the application 

of small sample unbalanced data in improved KNN 

algorithm for device life prediction. The processing and 

analysis of experimental data demonstrate the effectiveness 

of the ISMOTE-VKNN algorithm in improving 

classification accuracy and processing small sample data. 

The experimental results show that the proposed algorithm 

can predict the health status of the device more accurately 

compared with the traditional KNN and SVM algorithms, 

especially in small sample cases. Future studies could 

further explore the application of the algorithm in other 

fields and how to optimize the algorithm parameters to 

accommodate a wider range of data features to improve its 

universality and reliability in practical industrial 

applications. 
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