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1 Introduction 

ChatGPT is constructed upon OpenAI’s robust large 

language models with targeted fine-tuning. In addition to 

engaging in conversational question answering, ChatGPT 

exhibits versatility in executing numerous natural language 

tasks, encompassing, but not restricted to, summarization, 

parsing unstructured text, text classification, translation, 

coding, and transformation. Capitalizing on the potent 

models and capabilities embedded in ChatGPT can 

substantially enhance the effectiveness of our AI-based 

features, products, and solutions. A direct and effective 

approach involves entrusting ChatGPT to seamlessly handle 

specific natural language tasks throughout the online 

inference process. But there are still many challenges and 

pain points to achieve that. 

1. High expense: Implementing direct online usage 

often incurs significant expenses, primarily driven by the 

considerable compute cost of ChatGPT. 

2. High latency: The response time for the publicly 

released ChatGPT typically hovers around several seconds. 

The latency rate is inadequate for tasks that demand 

millisecond-level responsiveness, making it unsuitable for 

time-sensitive operations. 

3. Limited compute resources: The increasing 

deployment of ChatGPT-embedded tasks online poses a 

challenge as current computing resources, such as GPUs, are 

at risk of swift exhaustion. 

4. Heavy upgrade effort:  Integrating ChatGPT into 

existing online natural language tasks is a complex 

undertaking that goes beyond merely replacing a backend 

model. It necessitates considerations like changing 

deployment environments, rewriting core components, 

redesigning offline/online experiments, and incurring 

additional substantial effort, which could significantly 

impede progress. 

ChatGPT, a formidable language generation model 

designed for versatile applications, faces challenges in direct 

online deployment due to high computational costs. This 

project explores a viable solution to transfer ChatGPT's 

capabilities to lightweight classical models, tailored for 

specific purposes, thereby achieving ChatGPT's prowess 

with cost-effectiveness. 

Our proposed approach harnesses ChatGPT's zero-shot 

learning to train lightweight models possessing comparable 

capabilities, facilitating economical online inference. To 

elucidate, we draw parallels with the concept of 

"Knowledge Distillation (KD)". 

The primary goal is to transfer knowledge from a large 

model (teacher), such as ChatGPT, to a small model 

(student) without compromising validity. 
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Figure 1. Architecture of Zero-shot knowledge Distillation. 

In this context, ChatGPT serves as the teacher model, 

endowed with extensive knowledge capacity. The student 

model is typically a lightweight classical model, including 

GBDT (Friedman, 2001), LSTM (Hochreiter and 

Schmidhuber, 1997; Dai et al., 2023), BERT (Devlin et al., 

2018), T5(Raffel et al., 2019), BART(Lewis et al., 2019), 

offering a cost-effective alternative for efficient online 

deployment. 

This approach also holds promise in addressing the 

challenges associated with manual data labeling for 

supervised model training. In numerous natural language 

tasks within AI features, products, and solutions, 

specifically labeled datasets are often required for effective 

backend supervised machine learning models to support 

online inference. The quality and coverage of these labeled 

datasets directly influence the efficacy of the final trained 

models. Our approach mitigates the burden of manual data 

labeling by leveraging ChatGPT's zero-shot capability to 

automatically generate pseudo labels on real or predefined 

data without human involvement. 

2 Related Work 

Rather than relying on a substantial volume of 

annotated training data to refine Pretrained Language 

Models (PLMs) for downstream tasks, few-shot learning 

explores the optimal utilization of limited task-specific 

training data, a scenario more reflective of real-world 

applications. In the most stringent few-shot learning 

conditions, there is no assumption of access to unlabeled 

data or extensive validation sets for hyperparameter tuning 

(Perez et al., 2021). Prompt-based methods (Brown et 

al.,2020; Schick and Schütze, 2021; Tam et al., 2021; au2 et 

al., 2021) are prominently employed in such cases to infuse 

task descriptions into PLMs, leveraging their language 

modeling capability for enhanced training data efficiency, 

especially in low-data settings. 

Expanding the scope, semi-supervised learning also 

makes use of unlabeled task-specific data (Liu et al., 2023; 

Li et al., 2024), employing common methods such as data 

augmentation, regularization (Miyato et al., 2018), and 

bootstrapping (Schick and Schütze, 2021). In contrast, zero-

shot learning poses an even more formidable challenge by 

completely barring access to any task-specific data. When 

prompt-based methods are directly applied to extract 

predictions from PLMs without prior training, their zero-

shot performance may significantly deteriorate (Brown et 

al., 2020). Formulating difficult Natural Language 

Understanding (NLU) tasks as prompts resembling the 

pretraining data format becomes a considerable hurdle, 

making it challenging for PLMs to accurately interpret and 

leverage the prompts in the absence of any training samples. 

The prevailing trend in zero-shot learning centers 

around transfer learning: tasks with abundant annotations 

are converted into instruction templates (Mishra et al., 2022; 

Sanh et al., 2022; Xu et al., 2022), entailment pairs (Yin et 

al., 2019), or question-answer formats (Puri and 

Catanzaro,2019). By fine-tuning PLMs on these converted 

tasks, the PLMs acquire cross-task transferability (Ye et al., 

2021), enabling them to perform unseen tasks when 

formulated in a similar format. 

While previous research has predominantly focused on 

optimizing lightweight models through transfer learning, 

knowledge distillation, and other methods, these approaches 

are still constrained by the quantity and quality of training 

data. This study breaks through these limitations by 

introducing large pre-trained models and expanding the 

training set through data generation, thereby enhancing 

results and providing a more robust foundation for future 

advancements. 

3 Method 

The overall construction is shown as 1. It mainly 

consisted of 3 parts: 

Data Generation: Use ChatGPT to generate dataset 

pair. 

Tiny Classic Model Training: Use ChatGPT 

generated dataset to train the tiny classic model. 

Model Inference: Use the trained tiny model to make 

the inference. 

For a clearer presentation, this section will be based on 
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the experimental summarization task. 

3.1 Summarization Task 

Text summarization is a natural language processing 

task that involves generating concise and coherent 

summaries from longer documents or articles. The goal is to 

distill the essential information while maintaining the key 

points and overall meaning of the original content. This task 

is crucial for various applications, including information 

retrieval, document indexing, and content summarization for 

news articles, research papers, and more. 

The CNN/Daily Mail dataset (See et al., 2017; 

Hermann et al., 2015) is a widely used corpus for training 

and evaluating text summarization models. It consists of 

news articles paired with multi-sentence summaries, 

providing a diverse and challenging set of examples for 

summarization tasks. The dataset is commonly employed 

due to its large scale, variety of topics, and the availability 

of aligned source articles and reference summaries. 

The summarization task can be formulated as follows. 

Given a source document represented by a sequence of 

words 𝐷 = 𝑤1, 𝑤2, . . . , 𝑤𝑛, the goal is to generate a concise 

summary 𝑆 = 𝑠1, 𝑠2, . . . , 𝑠𝑚, where 𝑚 ≪  𝑛. The summary 

should capture the main ideas and information present in the 

source document. 

Mathematically, the summarization task involves 

finding the optimal summary S∗ that maximizes a 

predefined objective function:  

𝑆∗ = arg max
𝑆

𝑆core (𝑆, 𝐷) 

Here, 𝑆𝑐𝑜𝑟𝑒(𝑆, 𝐷) is a scoring function that quantifies 

the quality of the generated summary 𝑆 given the source 

document 𝐷. Various metrics, such as ROUGE (Recall-

Oriented Understudy for Gisting Evaluation), can be used to 

evaluate the effectiveness of the generated summaries. 

3.2 Data Generation 

This step aims to harness the generative capabilities of 

ChatGPT for creating a dataset with predicted labels. It 

involves presenting task-specific input prompts, such as 

providing a set of [text] to ChatGPT, and receiving a set of 

pairs in return, denoted as [text] : [class], thus forming a 

pseudo dataset infused with valuable task-specific 

knowledge. 

This article selects a portion of gold results from the 

CNN training dataset as part of the prompt, instructing 

ChatGPT to expand the content based on a summarization 

result. This process is employed to generate training data 

pairs. For instance, using the following content for news 

rewriting: 

"Please write a news article based on the following 

news summary. ‘NEW: President Bush says he and first 

lady are deeply saddened by the tragedy. Mine Safety and 

Health Administration chief: We've run out of options. The 

six men have been trapped underground since August 6. 

Seven bore holes drilled into the mountain have found no 

signs of life.’" 

The generated result is then used as input, while the 

gold result from the prompt serves as the output, thereby 

compiling the training dataset. 

3.3 Lightweight Small Model Design 

With the pseudo dataset generated as described earlier, 

a Tiny Classical Model is trained for a particular natural 

language (NLP) task. The Tiny Classical Model, in this 

context, is significantly smaller in scale compared to 

ChatGPT, encompassing models like T5, Bart, and others. 

This article chooses T5-small and Bart-base as the 

small models for the study. 

3.3.1 T5-small 

T5 (Text-to-Text Transfer Transformer) is a natural 

language processing model developed by Google. T5 adopts 

the Transformer architecture, with the design philosophy of 

treating all NLP tasks as text-to-text problems. The model’s 

input and output are both in the form of text, making T5 

highly versatile and adaptable to various natural language 

processing tasks, such as text classification, named entity 

recognition, and summarization. 

The core idea behind T5 is to transform diverse NLP 

tasks into a common text generation problem. The training 

data for the model includes input text and corresponding 

target text, with different tasks trained by simply altering the 

target text. This consistent text input-output framework 

simplifies the design and application of the model. 

The training process of T5 involves extensive pre-

training and fine-tuning using large corpora. The pre-

training task typically involves filling in missing text 

fragments, allowing the model to learn language structure 

and semantics. The fine-tuning phase adjusts the model 

through supervised learning on specific tasks, enabling it to 

adapt to application domains. 

Since its release, the T5 model has become a significant 

reference in the field of natural language processing, 
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Figure 2. CNN Dataset Samples 

 

providing robust performance and versatility for a 

variety of text-processing tasks.  

3.3.2 Bart-based 

Bart (BART: Bidirectional and Auto-Regressive 

Transformers) is a sequence-to-sequence model developed 

by Facebook AI Research for natural language processing 

tasks. Unlike traditional natural language processing 

models, Bart adopts the Transformer architecture and 

introduces improvements based on it. 

What sets Bart apart is its use of bidirectional and 

auto-regressive training methods. This combination allows 

Bart to consider contextual information when generating 

text while retaining some advantages of auto-regressive 

models. 

The training process of Bart primarily consists of two 

stages: pre-training and fine-tuning. In the pre-training 

phase, the model engages in self-supervised learning by 

predicting masked portions of input text using a large-scale 

corpus. The fine-tuning stage involves adjusting the model 

using labeled data specific to a given task, enabling it to 

adapt to a particular application domain. 

Bart demonstrates outstanding performance in various 

natural language processing tasks, including text 

summarization, text generation, and machine translation. Its 

flexibility and efficiency make it a powerful tool for 

handling sequence-to-sequence tasks, contributing 

significantly to the field of natural language processing. 

3.4 Training 

Ultimately, the adeptly trained Tiny Classical Model 

engages in proficient and resource-efficient online inference 

for the targeted task. For instance, given an input [text], it 

outputs the corresponding [class]. Throughout this entire 

process, human annotations are entirely omitted, presenting 

a scenario akin to a completely zero-shot inference. 

4 Experiment 

In this chapter, we will provide a detailed explanation 

of the training methodology using data generated by GPT, 

focusing specifically on the summarization task. We will 

compare and analyze the results obtained from training with 

GPT-generated data with those obtained from training using 

CNN data. 

Table 1: Dataset Count 

Dataset Training num Testing num 

CNN 39626 1900 

GPT Generated 23797 / 

 

4.1 Datasets 

The CNN dataset is a collection of news data released 

by CNN (Cable News Network), designed for natural 

language processing and machine learning tasks. This 

dataset includes news articles, headlines, and associated 

metadata, covering a wide range of topics and domains. Due 

to the extensive size of the dataset and to conserve 

computational resources, we only select data where the 

article length is less than 2048 characters. Correspondingly, 

the same processing has been applied to the ChatGPT-

generated data. 

After filtering, the CNN dataset has a total of 39,626 

training samples and 1,900 test samples. The GPT-generated 

dataset comprises 23,797 samples. 

4.2 Metrics 

ROUGE (Recall-Oriented Understudy for Gisting 

Evaluation) is a set of metrics used for automatic text 

summarization evaluation. Three common variants are 

ROUGE-1, ROUGE-2, and ROUGE-L. 
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Table 2: Experiment Results 

Model Training data Test data Rouge 1 Rouge 2 Rouge L Avg gen len 

T5-small CNN CNN test 43.3346 21.5843 31.7666 61.3116 

Bart-base CNN CNN test 45.0874 23.1264 32.7113 64.5447 

T5-small GPT generated CNN test 43.0601 21.4929 31.6732 61.2868 

Bart-base GPT generated CNN test 44.7815 22.8785 32.3875 63.1616 

ChatGPT / CNN test 37.2353 13.6557 23.2425 92.4464 

4.2.1 ROUGE-1 

ROUGE-1 measures the overlap of unigrams (single 

words). Let 𝑁𝑜𝑣𝑒𝑟𝑙𝑎𝑝−1 be the number of overlapping 

unigrams, and 𝑁𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒−1 be the total number of unigrams 

in the reference. The ROUGE-1 score is given by: 

𝑅𝑂𝑈𝐺𝐸 − 1 =
𝑁𝑜𝑣𝑒𝑟𝑙𝑎𝑝−1

𝑁𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒−1

 

4.2.2 ROUGE-2 

ROUGE-2 bigrams (pairs of consecutive words). Let 

𝑁𝑜𝑣𝑒𝑟𝑙𝑎𝑝−2 be the number of overlapping bigrams, and 

𝑁𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒−2 be the total number of bigrams in the reference. 

The ROUGE-2 score is given by: 

𝑅𝑂𝑈𝐺𝐸 − 2 =
𝑁𝑜𝑣𝑒𝑟𝑙𝑎𝑝−2

𝑁𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒−2

 

4.2.3 ROUGE-L 

ROUGE-L measures the longest common subsequence 

(LCS) between the reference and generated summaries. Let 

NLCS be the length of the LCS, and 𝑁𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒−𝐿 be the 

total number of words in the reference. The ROUGE-L 

score is given by: 

𝑅𝑂𝑈𝐺𝐸 − 𝐿 =
𝑁𝐿𝐶𝑆

𝑁𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒−𝐿

 

Here, the LCS represents the length of the longest 

sequence of words that appears in both the reference and the 

generated summary. 

These ROUGE metrics provide a quantitative 

evaluation of the quality of machine-generated summaries 

based on unigram and bigram overlaps, as well as the 

longest common subsequence. 

4.3 Experiment Results 

We conducted two sets of control experiments and one 

set of ChatGPT zero-shot experiments separately. From the 

experimental results, it can be seen that models trained on 

T5-small and Bart-base, using GPT-generated dataset, 

exhibit performance very close to those trained on CNN 

dataset.Considering that CNN dataset is based on high 

quality data collected from CNN Daily, while the GPT-

generated dataset is simply generated by non-professional 

language data collectors using Chat-GPT, it indicates that 

using GPT to generate training data for small models is 

indeed feasible. 

The T5-small model and Bart-base model 

outperformed the results of ChatGPT Zero-shot in the 

experimental outcomes. We speculate that this may be due 

to the average length of the generated results by ChatGPT 

being longer than the average length of results generated by 

other models, causing a lower Rouge similarity score during 

calculation. 

The performance of the Bart-base model is better than 

that of T5-small. This might be attributed to the inherent 

characteristics of the Bart model, allowing it to capture 

contextual information more effectively, resulting in slightly 

superior performance compared to T5-small. 

5 Conclusion 

This study explores optimizing lightweight small 

models by generating training data with ChatGPT. The 

experiments indicate that small models trained on corpora 

generated by ChatGPT perform very closely to those trained 

on professionally annotated datasets. This suggests that the 

quality of language data generated by ChatGPT is 

comparable to that of professional training datasets. By 

training small models with corpora generated through 

ChatGPT, it becomes possible to rapidly acquire high-

quality training data. This not only ensures model quality 

but also enhances the speed of inference. 
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