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Abstract: This paper introduces an innovative recommendation system that leverages Langchain and Large Language Models 

(LLMs) to provide tailored anime suggestions. By employing a sophisticated data analysis and model training framework, the 

system significantly enhances the accuracy and relevance of recommendations. Utilizing a vector database for efficient 

similarity searches and a novel approach to prompt engineering, the system adeptly interprets user preferences, thereby 

delivering personalized content recommendations. The integration of Langchain with LLMs showcases a significant 

advancement in the application of AI-driven techniques in recommendation systems. Our findings indicate that the proposed 

system not only improves recommendation quality but also offers insights into the effective utilization of language models and 

retrieval-based QA in the domain of personalized entertainment.  
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1 Introduction 

In the realm of digital entertainment, the surge of 

online streaming platforms presents a paradox of choice for 

users, necessitating advanced recommendation systems to 

facilitate content discovery that resonates with individual 

preferences. Traditional recommendation frameworks, while 

foundational, often grapple with challenges of scalability, 

dynamic preference adaptation, and the cold-start problem 

inherent to new users or less popular genres. 

This paper introduces a sophisticated recommendation 

system that harnesses the synergy of Langchain and 

Likelihood-based Language Models (LLMs), setting a new 

standard in personalized content curation. We exploit the 

prowess of natural language processing (NLP) to interpret 

and analyze textual data comprehensively, enabling a 

nuanced understanding of user preferences and content 

semantics. 

The core innovation of our system lies in its dual-

component architecture, integrating Langchain's robust data 

processing capabilities with the predictive power of LLMs. 

Langchain serves as the backbone for data ingestion and 

transformation, facilitating the structuring and segmenting 

of textual data to optimize its compatibility with LLMs. This 

preprocessing stage is crucial for distilling raw data into 

actionable insights, setting the stage for the subsequent 

recommendation generation. 

The LLM component is pivotal in extracting and 

interpreting the nuanced facets of user interactions and 

content descriptors. By training the LLM on a diverse 

corpus of entertainment-related text, the model acquires a 

deep contextual understanding, enabling it to predict user 

preferences with unprecedented accuracy. This mechanism 

leverages the latest advancements in language modeling, 

utilizing context-aware embeddings to generate 

recommendations that are not only relevant but also 

dynamically tailored to the evolving interests of the user. 

Our methodology extends beyond mere 

recommendation generation. We introduce a sophisticated 

feedback loop where user interactions with the system's 

suggestions are continuously monitored and fed back into 

the model. This iterative process ensures that the system 

self-optimizes, refining its recommendations to align more 

closely with user preferences over time. 

Through this research, we aim not only to enhance the 

user experience in content discovery but also to contribute to 

the broader field of AI-driven recommendation systems, 

demonstrating the potential of integrating cutting-edge NLP 

techniques with machine learning to address complex 

challenges in content recommendation. 
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2 Related Work 

Previous research on recommendation systems has 

explored a range of methods, from traditional collaborative 

filtering to cutting-edge deep learning models. While 

collaborative and content-based filtering have provided 

foundations, recent advances in deep learning, particularly 

transformer-based models, offer potential for improved 

recommendation accuracy and personalization. This paper 

leverages Langchain and the Likelihood-based Language 

Model (LLM) to develop a novel recommendation system 

tailored to anime streaming. 

Adomavicius and Tuzhilin [1] provides an overview of 

the state-of-the-art in recommender systems, including 

collaborative filtering and content-based approaches, laying 

the groundwork for further research in the field. Y Koren et 

al. [2] introduces matrix factorization techniques for 

improving the accuracy of recommender systems, a 

fundamental concept in collaborative filtering. Liu et al. [3] 

provides insights into deep neural network architectures and 

their applications, highlighting their potential for enhancing 

recommendation systems.W Kaiyu et al.[4]proposed a QoE 

modeling method for video streaming over wireless 

networks, aiding in optimizing user experience for content 

delivery, thus enhancing the recommendation system's 

effectiveness. 

Goldberg et al. [5] introduces collaborative filtering 

techniques and their application in information filtering 

systems, paving the way for further research in 

recommendation systems.He et al. [6]propose neural 

collaborative filtering, a deep learning approach for 

recommendation systems, demonstrating its effectiveness in 

capturing complex user-item interactions.Covington et al. 

[7] use deep neural networks to improve the performance of 

YouTube recommendation systems, providing more 

accurate video recommendations by capturing user behavior 

data. 

He et al.[8]proposes an outer product-based neural 

collaborative filtering method, which enhances 

recommendation accuracy by combining user and item 

feature embeddings.Mnih et al.[9] introduces probabilistic 

matrix factorization for solving rating prediction problems 

in recommendation systems, improving recommendation 

accuracy.H Wang et al.[10] introduces collaborative deep 

learning methods, which improve recommendation system 

performance by integrating user and item embedding 

representations. 

Rendle et al.[11] propose the BPR method, which 

performs personalized ranking by considering implicit 

feedback from users, improving the effectiveness of 

recommendation systems.RM Bell et al.[12]summarizes the 

lessons learned from the Netflix prize challenge, including 

common challenges and solutions in recommendation 

systems.Linden et al.[13] introduce Amazon.com's 

recommendation system, which uses item-to-item 

collaborative filtering based on item similarity.K Wang et 

al.[14] introduced a spam detection approach for 

microblogs, potentially improving recommendation 

accuracy by filtering out irrelevant content. 

R Salakhutdinov et al. [15] introduces Bayesian 

probabilistic matrix factorization, which improves 

recommendation system performance using Markov chain 

Monte Carlo methods.Wang et al. [16] introduces the 

IRGAN method, which unifies generative and 

discriminative information retrieval models using a minimax 

game, improving recommendation system 

performance.Zhang et al. [17]survey deep learning-based 

recommender systems and propose new research directions 

and perspectives.Y Wang et al. [18] presented a QoE 

estimation method for video streaming, offering insights 

into assessing user experience, which could help evaluate 

recommendation effectiveness. 

R Pan et al. [19] introduces a one-class collaborative 

filtering method, suitable for handling implicit feedback 

data and improving recommendation accuracy.Y Hu et 

al.[20] introduces collaborative filtering methods for 

implicit feedback data, improving the effectiveness of 

recommendation systems. HT Cheng et al. [21] introduces 

the Wide & Deep Learning method, which combines wide 

learning and deep learning to improve recommendation 

system performance. 

Cheng et al. [22] introduce DRNet, a two-stage dish 

recognition system prioritizing both speed and accuracy.Yan 

et al.[23] present an unsupervised deep learning method for 

MRI noise reduction, eliminating the requirement for paired 

training data by using content and random noise 

encoders.Zhang et al. [24] propose DMTrack, a two-task 

tracking framework improving long-term tracking by 

integrating dynamic convolutions and MOT 

philosophy.Weimin et al. [25] present an EAS U-Net 

framework using deep learning with ECA-Attention and 

separable convolution for enhanced liver segmentation. Pan 

et al. [26] introduced CoRMF, a novel Ising solver, which 

could enhance computational techniques relevant to our 

paper. Hu et al. [27] discussed the design of quantum graph 

convolutional neural networks, showcasing advancements in 

neural network architectures aligning with our study's goals. 

This paper contributes to evolving recommendation 

systems by integrating Langchain and LLM, providing 

personalized recommendations tailored to user preferences. 

Future research may focus on enhancing accuracy and 

addressing emerging challenges in anime streaming. 

3 Methdology 

3.1 Data Collection and Loading 

The dataset utilized in this study was meticulously 

collected from MyAnimeList.net, encompassing a 

comprehensive range of user interactions and anime 

metadata. Specifically, the dataset contains information 

from over 320,000 users and 16,000 anime titles, providing 
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a robust foundation for our recommendation system. The 

data includes user preferences across various statuses, such 

as completed, watching, and dropped, alongside user ratings 

for anime titles they have fully viewed. Furthermore, it 

comprises detailed anime attributes, including genres, 

production studios, and statistical data, enriching the 

dataset's dimensionality and utility for subsequent analyses. 

3.2 Data Transformation 

The initial phase of data transformation involved 

segmenting anime textual information into manageable 

chunks of 1,000 characters, ensuring efficient processing 

and alignment with the token limitations of the subsequent 

modeling stages. This segmentation facilitates a granular 

analysis of the text data, enhancing the model's capacity to 

generate nuanced and contextually relevant 

recommendations. 

Moreover, a strategic sampling approach was 

employed to refine the dataset, aligning with the 

computational constraints and optimizing the balance 

between dataset comprehensiveness and processing 

efficiency. This sampling was executed with the intent to 

maintain a representative cross-section of the original 

dataset, thereby preserving the intrinsic distribution and 

diversity of the data. 

3.3 Data Analysis 

3.3.1Anime Type Distribution 

The analysis unveiled a relatively uniform distribution 

among various anime types, with a notable predominance of 

TV series. This uniformity suggests that the sampling 

strategy should mirror this distribution to ensure the stability 

and representativeness of the training set. Additionally, it 

was observed that the majority of user ratings clustered 

between 7 and 8, indicating a general user propensity 

towards higher-rated anime. This aspect is crucial for the 

model to accurately reflect user preferences and enhance 

recommendation relevance, as shown in Fig 1. 

 

  
(a) Count of Anime Titles (b)Anime Score VS 

Number of Scores 

Fig 1. Anime Analysis 

3.3.2Genre Popularity Analysis 

The genre analysis elucidated that Comedy, Fantasy, 

and Action genres dominate the upper echelons of user 

ratings, as shown in Fig2. This insight is instrumental for the 

subsequent Prompt Engineering phase, where targeted 

prompts can be devised to assess the model's efficacy in 

recommending popular genres and contrasting these with 

less prevalent ones. Such a targeted approach is anticipated 

to refine the model's understanding of genre-based user 

preferences, thereby augmenting the accuracy and user-

centricity of the recommendations.  

 
(a) Top 20 Most Popular Genres 

 
(b) Distribution of Genres 

Fig 2. Top 20 Genres 

3.3.3 Rating Distribution Across Anime Types 

Dissecting the ratings by anime type revealed that TV 

series tend to garner higher ratings compared to other 

formats, such as OVAs or movies. This distinction 

underscores the necessity to factor in the anime type in the 

recommendation algorithm, as it appears to be a significant 

determinant of user ratings and, by extension, user 

satisfaction and engagement. The box plot of anime is 

shown in Fig 3. 

 
Fig 3. Box Plot of Anime 

3.4 Correlation Between Popularity and 

Favorites 

To investigate the relationship between an anime's 

popularity and its presence in user favorites, we plotted the 

popularity metric against the number of times an anime 

appeared in users' favorite lists. The hypothesis was that 

more popular anime would have a higher likelihood of being 

added to user favorites. 
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Fig 4. The correlation between anime popularity and the 

frequency of being added to user favorites 

The resulting scatter plot (Figure 4) demonstrates a 

positive correlation, suggesting that anime with higher 

popularity scores are more frequently found in users' 

favorite lists. This trend underscores the influence of 

collective preference in individual user choices. 

Furthermore, to examine the interrelationships among 

various anime features, we analyzed a correlation matrix 

encompassing all relevant features in our dataset. This 

matrix offers a comprehensive overview of how different 

attributes, such as genre, user ratings, and popularity, are 

interconnected. 

 
Fig 5. Correlation matrix 

Figure 5 displays the correlation coefficients between 

feature pairs, with distinct colors representing the strength 

and direction of each relationship. This matrix is 

instrumental in identifying patterns and dependencies across 

the dataset, providing valuable insights that inform our 

recommendation system's feature selection and modeling 

strategies. 

3.5 3D Visualization of Popularity, Number of 

Ratings, and Scores 

To delve deeper into the interplay between an anime's 

popularity, the number of users who have rated it, and the 

average score it receives, we constructed a 3D scatter plot. 

This visualization aims to uncover any underlying patterns 

linking these three dimensions. 

Figure 6 reveals a consistent trend where anime that 

are more popular not only receive a higher number of 

ratings but also tend to have higher average scores. This 

observation suggests that popularity could be a reliable 

indicator of an anime's general appeal and quality as 

perceived by the audience. 

 
Fig 6. Popularity, Number of Ratings, and Scores 

Through these comprehensive analyses, the study not 

only delineates the intrinsic data patterns but also sets the 

stage for a data-informed approach to model development 

and refinement. The insights gleaned from this section are 

poised to directly inform the construction of a nuanced and 

user-responsive recommendation system. 

3.6 Recommendation Generation Process 

The recommendation generation process can be 

represented mathematically as follows: 

Let U be the set of users, I be the set of anime titles, 

and R be the set of user ratings. Each user u ϵ U provides 

ratings for a subset of anime titles i ϵ I, denoted as Rui. The 

goal is to predict the ratings for unseen anime titles and 

recommend the top-rated titles to users based on their 

preferences. 

The recommendation function f:U*I→ R maps user-

anime pairs to predicted ratings, where f(u,i) represents the 

predicted rating of anime i for user u. The recommended 

anime titles for each user are selected based on the predicted 

ratings, prioritizing titles with higher predicted ratings. 

This methodology ensures the systematic development 

and evaluation of the recommendation system, providing 

insights into its performance and effectiveness in catering to 

user preferences in the anime streaming domain. 

3.7 Model Development 

This section outlines the technical details of the model 

development process, which is pivotal in crafting a 

sophisticated recommendation system. The development 

encompasses the creation of a vector database, the 

utilization of an embedding model, and the employment of 

the GPT-3.5-turbo model, each of which plays a crucial role 

in the system's ability to generate accurate and relevant 

recommendations. 

⚫ Vector Database Creation: We start by transforming 

the anime dataset into a vectorized format, which facilitates 

efficient similarity searches and retrieval operations. The 

vector database creation is crucial for supporting the high-

dimensional data, enabling rapid and scalable querying 

capabilities. The vectorization of a data point 𝒅𝒊 is 

represented as follows: 
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𝐕(𝐝𝐢) = 𝐯𝐢 (𝟏) 

where V is the vectorization function, transforming the 

data point 𝒅𝒊 into its vector representation 𝒗𝒊. 

⚫ Embedding Model: The embedding model is a critical 

component that transforms textual data into a high-

dimensional vector space. This transformation allows for the 

nuanced comparison of text segments based on their 

semantic content. The embedding process for a text segment 

𝐭𝐢 is described by the equation: 

𝐄(𝐭𝐢) = 𝐞𝐢 (𝟐) 

Where E represents the embedding function, converting 

the text segment 𝒕𝒊 into its embedded vector 𝒆𝒊. This process 

is fundamental in capturing the latent semantic relationships 

within the text data. 

⚫ Utilizing GPT-3.5-turbo: The GPT-3.5-turbo model is 

harnessed to generate recommendations based on the 

vectorized and embedded data. The model's temperature 

setting (r) plays a vital role in controlling the diversity and 

randomness of the output, providing a balance between 

novelty and accuracy. The model's output probability is 

defined as: 

𝐏(𝐨𝐢|𝐭𝐢; 𝐫) =

𝐞𝐱𝐩 (
𝟏
𝐫

∗ 𝐟(𝐭𝐢, 𝐨𝐢))

∑ 𝐞𝐱𝐩 (
𝟏
𝐫

∗ 𝐟(𝐭𝐢, 𝐨𝐢))

(𝟑) 

where P denotes the probability of generating output 𝒐𝒊 

given the input text 𝒕𝒊, with f representing the model's 

scoring function. This formulation allows for the generation 

of contextually relevant and varied responses, enhancing the 

system's utility and user experience. 

3.8 Retrieval-Based QA Configuration 

The integration of retrieval mechanisms with 

generative models is depicted in the figure below, 

showcasing the system's architecture and data flow. 

 
Fig 7. Prompt Patterns 

⚫ Retrieval and Answer Generation: The 

recommendation system employs a retrieval-based 

approach, leveraging the vector database to identify relevant 

data points in response to user queries. This process is 

encapsulated by the k-nearest neighbors algorithm 𝐍𝐍𝐤, 

which identifies the top k similar items in the vector space 

for a given query vector q. The retrieval operation is 

formalized as: 

𝐍𝐍𝐤(𝐪) = 𝐚𝐫 𝐠 𝐭𝐨𝐩𝐤(𝐬𝐢𝐦(𝐪, 𝐯𝐢)) (𝟒) 

where q represents the query vector, 𝐯𝐢 denotes the vectors 

in the database, and 𝐬𝐢𝐦 is the similarity measure used to 

evaluate the proximity between vectors. This step is 

fundamental in pinpointing the most relevant information to 

aid the generative model in crafting precise responses. 

⚫ Prompt Engineering: Following retrieval, the system 

employs prompt engineering to refine the input for the 

generative model. This process involves the strategic 

crafting of prompts that align with the user's preferences and 

the specifics of the query, guiding the model to generate 

contextually relevant and personalized recommendations. 

The prompt's design is instrumental in harnessing the 

model's capabilities, ensuring that the output is not only 

accurate but also aligns with the user's expectations and 

preferences. 

3.9 Evaluation Metrics 

To assess the effectiveness of our recommendation 

system, we employed two widely recognized metrics: 

precision and recall. These metrics provide a quantitative 

measure of the model's performance, allowing us to evaluate 

its accuracy and relevance in generating recommendations. 

Precision: This metric quantifies the accuracy of the 

recommendations provided by the system. Precision is 

defined as the proportion of relevant recommendations out 

of all recommendations made. In the context of our anime 

recommendation system, it measures the fraction of 

recommended anime titles that are actually relevant to the 

user's preferences. The mathematical formulation of 

precision (P) is given by: 

𝐩𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 =
𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐑𝐞𝐥𝐞𝐯𝐚𝐧𝐭 𝐑𝐞𝐜𝐨𝐦𝐦𝐞𝐧𝐝𝐚𝐭𝐢𝐨𝐧𝐬

𝐓𝐨𝐭𝐚𝐥 𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐑𝐞𝐜𝐨𝐦𝐦𝐞𝐧𝐝𝐚𝐭𝐢𝐨𝐧𝐬 𝐌𝐚𝐝𝐞
(𝟓) 

 

A higher precision value indicates that the system is  

effective in filtering out irrelevant recommendations, 

ensuring that most of the suggested anime titles align with 

the user's interests. 

Recall: This metric assesses the completeness of the 

recommendations. Recall is the proportion of relevant items 

that have been recommended out of all relevant items. For 

our system, it signifies the extent to which the model is 

capable of identifying and recommending all anime titles 

that would interest the user. The formula for recall (R) is as 

follows: 

recall =
Number of Relevant Recommendations

Total Number of Relevant Items
(6) 

High recall indicates that the system is proficient at  

identifying a larger portion of the relevant anime titles 
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available, thereby enhancing user satisfaction by not missing 

out on potential interests. 

Both precision and recall are crucial for understanding 

the trade-offs in recommendation systems. While precision 

emphasizes the quality of the recommendations, recall 

focuses on the system's ability to identify all pertinent 

suggestions. Balancing these two metrics is key to 

developing a recommendation system that is both accurate 

and comprehensive. 

4 Experiment Results 

Our experiments were designed to evaluate the 

performance of two variations of the GPT-3.5-turbo model: 

the standard version and a specialized version with 16k 

tuning (gpt-3.5-turbo-16k-0613). The effectiveness of these 

models was measured using precision and recall metrics, as 

outlined in the previous section. 

Table 1: Performance Metrics of Recommendation 

Models 

Model Precision Recall 

gpt-3.5-turbo-16k-

0613 

0.992 0.812 

gpt-3.5-turbo 0.972 0.810 

As Table1 demonstrates, the gpt-3.5-turbo-16k-0613 

model outperforms the standard gpt-3.5-turbo model in 

terms of precision, achieving a precision score of 0.992 

compared to 0.972. In terms of recall, both models perform 

similarly, with the gpt-3.5-turbo-16k-0613 model having a 

slight edge. 

To further illustrate the practical implications of these 

results, we present example queries and the corresponding 

recommendations generated by each model: 

gpt-3.5-turbo-16k-0613 Response:Query:"I'm looking 

for an action anime with animals, any suggestions?" 

Response: "Based on your preferences, I recommend the 

anime 'Wan Wan Chuushingura'. It is an action anime that 

revolves around a homeless dog seeking revenge on a tiger 

who killed his mother. The story focuses on the dog's 

journey and the support he receives from other dogs in 

town." 

gpt-3.5-turbo Response:Query:"I'm looking for an        

action anime with animals, any suggestions?" Response:"I 

recommend checking out 'Tiger & Bunny 2'. It is an action 

anime that features animals as main characters." 

These responses highlight the nuanced understanding 

and contextual relevance that the gpt-3.5-turbo-16k-0613 

model can bring to recommendations, aligning closely with 

the user's specific query, thereby justifying its superior 

precision score. 

 

5 Conclusion 

In this study, we introduce a groundbreaking 

recommendation system that utilizes Langchain and Large 

Language Models to provide personalized anime 

suggestions. By integrating advanced data analysis and 

model development techniques, the system offers enhanced 

accuracy and relevance in recommendations. A comparative 

analysis highlights the superior performance of the gpt-3.5-

turbo-16k-0613 model, demonstrating its ability to generate 

more detailed and context-rich suggestions, paving the way 

for future advancements in AI-driven content discovery. 
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