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Abstract: As data increasingly becomes a key factor of production for artificial intelligence (AI), this paper proposes a 

blockchain-enabled, decentralized AI data-market framework. To address the long-standing problems of low transparency, 

high privacy risk, and misaligned incentives in traditional data trading, we design a layered hybrid consensus that combines 

Proof of Stake (PoS) with Practical Byzantine Fault Tolerance (PBFT), balancing economic security with sub-second finality. 

A token-based incentive model that weights data quality, volume, and staking risk is introduced to couple value discovery with 

the suppression of low-quality data. By combining symmetric encryption with proxy re-encryption, the framework allows data 

to be “usable yet invisible” while exposing a compliance interface for regulated auditability. A prototype deployed on 18 

nodes achieves 4,750 tx · s⁻¹ throughput and 148 ms latency, with energy consumption far below Proof-of-Work (PoW) 

schemes—demonstrating performance, privacy, and ESG friendliness. This work provides a reproducible technical path and 

theoretical foundation for sustainable innovation in data-factor circulation and AI applications.  

Keywords:  Blockchain, Decentralized Data Marketplace, Artificial Intelligence, Layered Hybrid Consensus, Token 

Incentive, Data Privacy. 

Disciplines: Computer Science.    Subjects: Cybersecurity.  

 

DOI: https://doi.org/10.70393/6a69656173.333032 ARK: https://n2t.net/ark:/40704/JIEAS.v3n3a05 

 
 

1 INTRODUCTION 

In the flourishing digital economy, data is rapidly 

becoming the fourth factor of production after labor, capital, 

and land, and its pivotal role in AI model training and 

inference is widely acknowledged; numerous studies (e.g., 

Anguela 2021) show that model performance correlates 

strongly with the quality, scale, and diversity of datasets. Yet 

traditional data-circulation models depend on centralized 

platforms: data providers have little control over the life-

cycle of their data, data consumers struggle to verify 

provenance and authenticity, and resource-allocation 

inefficiencies abound, while privacy leaks and unbalanced 

revenue sharing have emerged as major bottlenecks for 

deeper AI adoption [1]. Although blockchain’s 

decentralization, immutability, and programmability promise 

a trusted environment for data trading, most existing schemes 

remain proof-of-concept and fail to solve three core 

problems—limited throughput and high energy cost in 

mainstream consensus, weak coupling between incentives 

and data quality, and the privacy–transparency dilemma 

inherent in public ledgers [2]. To address these issues, this 

paper proposes a blockchain-enabled, decentralized AI data-

market framework that (i) adopts a layered hybrid consensus, 

using Proof of Stake (PoS) for value settlement and Practical 

Byzantine Fault Tolerance (PBFT) for sub-second 

confirmation, (ii) introduces a quality-weighted token 

economy linking rewards to data quality, volume, and staking 

risk in order to suppress low-quality submissions, and (iii) 

combines symmetric encryption with proxy re-encryption so 

that data remain “usable yet invisible[3]” while still providing 

a compliance audit interface; a prototype achieving 4,750 

tx ·s⁻¹ throughput, 148 ms latency, and much lower energy 

consumption than PoW validates that the framework delivers 

performance, privacy, and ESG friendliness, offering a 

reproducible path and theoretical basis for sustainable 

innovation in data-factor circulation and AI applications. 

2 OVERVIEW OF BLOCKCHAIN 

TECHNOLOGY 

2.1 BASIC CONCEPTS AND PRINCIPLES 

2.1.1 Blockchain Structure and Characteristics 

Blockchain is a distributed database featuring 

decentralization, transparency, immutability, and smart-

contract capability [4]. Decentralization removes reliance on 

a single server, enhancing security and availability; 

transparency lets all participants inspect transactions, 

boosting trust; immutability means once written, data cannot 

be arbitrarily changed, further reinforcing authenticity. These 
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features can be leveraged to promote data sharing and 

circulation through incentives [5]. 

Assume a decentralized data marketplace where data 

providers and users earn rewards by participating. Let𝑅𝐷be 

the data-provider reward and 𝑅𝑈 the user reward; the total 

payoff is 

 
A well-designed blockchain incentive mechanism 

ensures all parties’ enthusiasm and achieves optimal resource 

allocation, thereby advancing the decentralized AI data 

marketplace[6]. 

2.1.2 Consensus Mechanisms and Security 

A blockchain’s consensus directly determines the 

performance boundaries among throughput, energy, and 

finality, thus affecting scalability and operating cost of a 

decentralized AI data market[7]. Table 1 and Figure 1 

compare mainstream mechanisms on transactions per second 

(TPS), energy per transaction, and confirmation time[8]. 

TABLE1：PERFORMANCE METRICS OF MAIN CONSENSUS 

MECHANISMS 

Consensus Throughput 

(TPS) 

Energy/Tx 

(kWh) 

Finality 

(s) 

PoW 15 707 600 

PoS 2,000 0.01 12 

PBFT 5,000 0.05 2 

dPoS 10,000 0.02 3 

DAG 30,000 0.03 1 

PoW resists Sybil and history-rewriting attacks via 

computational puzzles, but its ≈15 TPS and 707 kWh/tx 

energy make it unsuitable for high-frequency data exchange 

or ESG compliance. 

PoS slashes energy to 0.01 kWh/tx and boosts TPS to 

≈2,000, with 12 s finality; risks stem from stake concentration 

and require governance plus slashing. 

PBFT uses multi-round voting, remaining safe with ≤ 

1⁄3 faulty nodes; ≈5,000 TPS, ≈2 s finality, 0.05 kWh/tx. 

Communication complexity 𝑂(𝑛{2}) limits node-count; ideal 

for permissioned or consortium chains. 

dPoS elects delegates to cut overhead, raising TPS to 

10⁴ and keeping milliwatt energy, but few witnesses risk 

“quasi-oligarchy.” 

DAG-based protocols exploit parallel confirmations 

for theoretical ≈3 × 10⁴ TPS and ≈1 s finality at low energy; 

however, their global-consistency and censorship-resistance 

guarantees need further validation. 

Design implications 

High-throughput demand. When the AI data-market 

request rate exceeds 10² TPS, PBFT, dPoS, or DAG should 

be favored over PoW/PoS. 

Energy & ESG. PoW’s energy footprint lags by five 

orders of magnitude; PoS, dPoS, and DAG are more 

deployable. 

Security margins & governance. Each mechanism has 

distinct trade-offs; economic penalties and incentives must 

align with the threat model. 

Real-time requirements. AI inference often needs 

second-level settlement; PBFT and DAG provide superior 

finality. 

Chosen architecture. Our prototype adopts a layered 

hybrid consensus: an outer PoS chain for value settlement 

and long-range-attack resistance, and an inner PBFT channel 

for millisecond-level confirmations [9]. DAG side-chains can 

be added later for parallel acceleration via trustless bridges, 

combining security, energy efficiency, and throughput for 

large-scale commercialization [10]. 

 

FIGURE 1: CONSENSUS-MECHANISM THROUGHPUT  

3 CONSTRUCTING A 

DECENTRALIZED AI DATA 

MARKETPLACE 

3.1 SYSTEM ARCHITECTURE 

As illustrated in Figure 2, the marketplace comprises 

five layers:Data Provider/Blockchain Network/Smart-

Contract Layer/Decentralized Storage/AI Model 

Consumer.Interaction flow[12,13]: 

Data on-chain. Providers encrypt data and store it in 

decentralized storage; metadata and hash fingerprints are 

committed on-chain[14]. 

Contract registration. A smart contract creates a data-

asset entry recording publisher address, quality coefficient 

qqq, and minimum stake sss. 

Access request. A consumer calls the contract API and 

locks β\betaβ tokens. 

Authorization & settlement. The contract checks sss 

and permissions, then releases the decryption key. On success, 

the provider receives αqV\alpha q VαqV tokens (V = data 

size / KB); leftover tokens are burned or recycled per 

policy[15]. 
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Incentive loop. Rewards return to the provider, 

completing the cycle (Figure 3). 

This design shifts storage and bandwidth to 

decentralized storage networks, anchors value settlement and 

traceability on the main chain, and loosely couples the two 

via smart contracts[16]. 

 

FIGURE 2: DECENTRALIZED AI DATA-MARKETPLACE 

ARCHITECTURE. 

 

FIGURE 3: TOKEN-INCENTIVE FLOW. 

3.2 INCENTIVE MODEL AND ECONOMIC 

PARAMETERS 

Let D be the size (KB) of a successful transaction. The 

provider’s expected reward is [17-19] 

 
where α is the token reward per KB and q is an objective 

quality rating from an oracle. The consumer pays β tokens for 

access; if the call fails, β is refunded. To deter low-quality 

data and Sybil attacks, the provider must lock a minimum 

stake s. If the data proves inconsistent with its metadata, a 

proportion ρ of the stake is slashed [20-21]: 

 
Symmetric positive-negative incentives drive the 

market toward a high-quality, high-return equilibrium [14]. 

 

 

TABLE 2: CORE VARIABLES IN THE TOKEN INCENTIVE 

MODEL 

Symbol Description Example 

α Token reward per KB of verified 

data 

0.05 

tokens 

q Dataset quality coefficient (0–1) 0.90 

β Consumer payment per access 1.0 token 

s Minimum stake to publish 100 tokens 

3.3 SECURITY AND COMPLIANCE MECHANISMS 

Auditability. All incentives are logged on-chain; 

researchers can reproduce transaction histories for 

reproducibility. 

Privacy. Original data are encrypted with symmetric 

keys and re-encrypted via PRE; only metadata hashes are on-

chain. 

Regulatory interface. A KYC_Audit() contract 

function lets authorized auditors decrypt identity credentials 

under due process, achieving “privacy first, audit ready [22].” 

3.4 PROTOTYPE IMPLEMENTATION AND 

PERFORMANCE EVALUATION 

On the PoS + PBFT stack, we deployed an 18-node 

prototype (8 PoS, 10 PBFT). Results [23]: 

TABLE 3: EXPERIMENTAL RESULTS 

Metric Prototype Target 

Write latency (95th %, ms) 148 < 250 

Auditable-log throughput (tx/s) 4,750 ≥ 3,000 

Token-settlement failure rate 0.12 % < 1 % 

The system maintains sub-200 ms latency and > kTPS 

throughput while achieving > 99.8 % settlement accuracy—

meeting concurrent AI-inference demands. 

3.5 DISCUSSION 

Coupling the layered architecture (Figure 2) with the 

incentive loop (Figure 3) and constraining behavior via Table 

2 yields a data-market that realizes trustworthy circulation 

and value discovery in theory and practice. Prototype 

evidence confirms high concurrency, low energy, and full 

auditability, offering an engineering template for cross-

industry data-factor mobility[24]. 

4 CONCLUSION 

This study systematically examines blockchain’s role in 

data ownership, circulation, and valuation, and validates a 

layered hybrid consensus, quality-weighted incentive model, 

and privacy-first design for a decentralized AI data 

marketplace. Experiments show the scheme achieves kTPS 

throughput, sub-second latency, and far-lower energy than 

PoW, facilitating large-scale deployment. Key innovations 

include [25-26]: 
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Verifiable performance–security template for data-

intensive scenarios. 

Reward–risk closed loop integrating data quality and 

minimum staking. 

Prototype benchmarks spanning performance, energy, 

and security. 

Limitations include test-bed scale, semi-automated 

quality assessment, and reliance on trusted execution for 

cross-chain bridges. Future work will pursue large-scale field 

experiments, federated quality oracles, and zero-knowledge 

bridges. 

Overall, from theoretical analysis to prototype 

validation, blockchain-driven decentralized AI data markets 

are shown to be feasible and advantageous across security, 

performance, and economic-incentive dimensions, laying a 

solid foundation for efficient data circulation and sustainable 

AI innovation [27]. 
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